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Abstract

Nuclear physics is a branch of physics that studies atomic nuclei, explor-
ing their structure, properties, interactions, and the forces that bind them
together. This discipline is fundamental to understanding the universe at the
microscopic and macroscopic levels.

The importance of nuclear physics is enormous and extends to various areas
of science and technology. For instance, in medicine, imaging techniques such
as Positron Emission Tomography (PET) and radiation therapy for cancer
treatment are based on nuclear physics principles. In astrophysics, nuclear
physics helps explain processes occurring in stars, including how elements
are formed in nuclear reactions. Nuclear energy is also essential for energy
production. Nuclear power plants, which provide a significant energy source
worldwide, operate using controlled nuclear reactions.

In nuclear physics research, the nuclear structure is studied using high-
resolution gamma-ray spectroscopy. This method accurately recovers the en-
ergy and angular distributions of gamma photons emitted in the transition
between nuclear states.

The electronics associated with the radiation detectors used in experiments
are crucial for high-resolution gamma-ray spectroscopy. These instruments
must be capable of detecting and measuring subatomic particles and radiation
with high precision, which requires advanced electronics.

The current trend is towards the use of digital electronics, which offer
greater flexibility and the ability to implement more complex data analy-
sis algorithms. However, for certain high-resolution measurements, analogue
electronics outperform digital electronics. Therefore, one of the challenges in
this field is achieving the same performance level with digital systems.

One of the latest-generation instruments that uses the gamma-ray spec-
troscopy technique is the AGATA (Advanced GAmma Tracking Array) detec-
tor array. This instrument can have ancillary detectors to assist in gamma-ray
spectroscopy. One of the ancillary detectors developed is the Neutron Detec-
tor Array (NEDA), a neutron detection system designed to be versatile, with
high detection efficiency, excellent neutron discrimination, and high-rate ca-
pabilities.
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This thesis focuses on improving the data acquisition and analysis capa-
bilities of NEDA through the following enhancements.

First, developing a lossless data compression method that allows the signals
acquired by NEDA to be compressed individually. Applying this technique
allows for increasing the counting rate in the experiments and reducing the
storage size required for each event and, therefore, the total data acquired.

Secondly, a double trigger condition system is developed to improve neutron-
gamma discrimination. This involves an in-depth study of the electronics and
firmware already implemented in the digitiser of NEDA called NUMEXO2.
The system enhances the acquisition capabilities by combining two indepen-
dent trigger signals based on Charge Comparison (CC) and Time-Of-Flight
(TOF) measurements. Implementing this system in the Virtex-6 FPGA in-
cludes signal processing, baseline correction, and various trigger logic blocks.
Evaluations using data from the E703 experiment at GANIL show that the
AND trigger mode is effective for experiments requiring a low level of trigger
requests. In contrast, the OR mode is beneficial for minimising neutron loss
when the system can handle higher trigger requests.

Thirdly, the thesis addresses the issue of pulse pile-up in nuclear spec-
troscopy and reaction studies, where overlapping pulses degrade energy and
timing information. The proposed solution uses a one-dimensional convolu-
tional autoencoder (1D-CAE) to reconstruct pile-up events. The method re-
constructs pile-up signals and evaluates them by comparing the reconstructed
signals to the original ones, achieving very high levels of similarity. This solu-
tion allows for the correct analysis of reconstructed signals using Pulse Shape
Analysis techniques and provides correct neutron/gamma discrimination.



Resumen

Introducciéon

La fisica nuclear es una rama de la fisica que estudia los niicleos atémicos,
explorando su estructura, propiedades, interacciones y las fuerzas que los
unen. FEsta disciplina es fundamental para comprender el universo a nivel
microscépico y macroscopico.

La importancia de la fisica nuclear es enorme y se extiende a diversas dreas
de la ciencia y la tecnologia. Por ejemplo, en medicina, las técnicas de ima-
gen como la Tomografia por Emisién de Positrones (PET) y la radioterapia
para el tratamiento del cdncer se basan en principios de la fisica nuclear. En
astrofisica, la fisica nuclear ayuda a explicar los procesos que ocurren en las
estrellas, incluido el modo en que se forman los elementos en las reacciones nu-
cleares. La energia nuclear también es esencial para la produccién de energia.
Las centrales nucleares, que proporcionan una importante fuente de energia
en todo el mundo, funcionan mediante reacciones nucleares controladas.

En la investigacién de la fisica nuclear, la estructura nuclear se estudia
mediante espectroscopia de rayos gamma de alta resolucion. Este método re-
cupera con precision la energia y las distribuciones angulares de los fotones
gamma emitidos en la transicién entre estados nucleares. La electrénica aso-
ciada a los detectores de radiacion utilizados en los experimentos es crucial
para la espectroscopia de rayos gamma de alta resolucion. Estos instrumentos
deben ser capaces de detectar y medir particulas subatémicas y radiaciéon con
alta precision, lo que requiere una electrénica avanzada.

La tendencia actual es hacia el uso de la electrénica digital, que ofrece una
mayor flexibilidad y la capacidad de implementar algoritmos de andlisis de
datos mas complejos. Sin embargo, para ciertas medidas de alta resolucién,
la electronica analdgica supera a la electrénica digital. Por tanto, uno de los
retos en este campo es conseguir el mismo nivel de rendimiento con los sistemas
digitales.

Uno de los instrumentos de ultima generacién que utiliza la técnica de
espectroscopia de rayos gamma es el array de detectores AGATA (Advanced
GAmma Tracking Array). Este instrumento puede disponer de detectores aux-
iliares para ayudar en la espectroscopia de rayos gamma. Uno de los detectores
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auxiliares desarrollados es el Neutron Detector Array (NEDA), un sistema de
deteccién de neutrones disenado para ser versatil, con una alta eficiencia de
deteccién, una excelente discriminacién de neutrones y capacidades de alta
velocidad.

NEDA es un conjunto avanzado de detectores de neutrones desarrollado a
través de una colaboracién internacional que involucra a varios institutos de
nueve paises europeos. Este innovador sistema fue concebido como el sucesor
del detector Neutron Wall. NEDA consiste en un conjunto de detectores de
neutrones de nueva generacién basados en un centellador liquido. NEDA ha
sido disenado para acoplarse a un conjunto de detectores de rayos gamma
basados en germanio como AGATA, EXOGAM?2 o GALILEO.

La primera implementacién de NEDA se llevé a cabo junto con el Neu-
tron Wall y AGATA en GANIL. No obstante, la movilidad de NEDA per-
mite integrarse facilmente con otros conjuntos de detectores de rayos gamma.
Los detectores de neutrones y de particulas cargadas juegan un papel cru-
cial en la eleccién efectiva de procesos de decaimiento, especialmente al in-
vestigar ntucleos deficientes en neutrones resultantes de reacciones de fusién-
evaporacion. Ademds, NEDA sirve como un instrumento indispensable para
la exploracién de nucleos exdticos generados a través de reacciones de trans-
ferencia donde la particula emitida es un neutrén. En los proximos anos, la
disponibilidad de una amplia gama de nuevos haces radiactivos para reacciones
de transferencia inducidas por proyectiles ricos en protones y neutrones se ex-
pandird significativamente. Esta expansion serd facilitada por instalaciones de
haces radiactivos de vanguardia como HIE-ISOLDE (CERN, Ginebra, Suiza),
SPES (Legnaro, Italia), SPIRAL2 (Caen, Francia) y FAIR (Darmstadt, Ale-
mania).

Respecto a la electronica de NEDA| su principal componente es NUMEXO2,
el cual también era utilizado previamente para el detector EXOGAM. NU-
MEXO?2 es responsable de digitalizar y preprocesar datos para ambos detec-
tores. A pesar de los diferentes objetivos de estos detectores y metodologias
en términos de deteccion de radiacién, las funcionalidades de NUMEXO2
utiles para ambos detectores. Estas incluyen la conversién Analégica a Dig-
ital (A/D), el preprocesamiento de datos, la interfaz con el sistema GTS y
la gestién de enlaces de comunicacién para 16 canales. El digitalizador NU-
MEXO2 consta de una placa base y un conjunto de cuatro FADC Mezzanines.
La placa base fue desarrollada por el Group d’Acquisition pour la Physique
(GAP) en el Grand Accélérateur National d’Ions Lourds (GANIL) en Caen.
Los FADC Mezzanines desarrollados en la Universidad de Valencia realizan la
conversién A /D para cuatro canales.

Una de las caracteristicas clave de NUMEXO2 es su flexibilidad, que se
atribuye a su uso de electrénica digital con dispositivos l6gicos programables.
Esta caracteristica permite una base de hardware comun, pero con disposi-
tivos programables de alto rendimiento que pueden implementar varios algo-
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ritmos de procesamiento de senales digitales. Especificamente, NUMEXO2
incluye dos, en ese momento, FPGA (Field-Programmable Gate Arrays) de
alto rendimiento, una Virtex-6 y una Virtex-5 de Xilinx.

Esta tesis se centra en proporcionar mejoras significativas en los sistemas de
adquisicién y andlisis de datos para NEDA mediante nuevas funcionalidades,
contribuyendo asi a la eficiencia y precisién de los experimentos en fisica nu-
clear. En este resumen se van a explicar los objetivos de la tesis, la metodologia
empleada, el desarrollo e implementacion de las nuevas funcionalidades y las
conclusiones obtenidas.

Objetivos

A continuacion se resumen los principales objetivos de la tesis, considerando
el entorno en el que se desarrolla.

e Estudio del entorno: Realizar un estudio esencial del marco cientifico
en el que estd involucrado NEDA, asi como de la estructura, electrénica
y disefios implementados previamente.

e Compresion de datos sin pérdida en linea: Se realizard un estudio
de los diferentes métodos de compresién existentes y se desarrollara de
un método de compresién sin pérdida que reduzca el tamano de alma-
cenamiento y ofrezca la posibilidad de aumentar la tasa de conteo en
experimentos NEDA.

e Sistema de condiciéon de doble disparo: Desarrollar un sistema
de condicion de disparo que mejore las capacidades de adquisicién de
discriminacién neutrén-gamma previamente implementadas y estudiar
su efecto en el andlisis de datos. Para llevar a cabo esta mejora, se
estudiard en detalle la electrénica involucrada en NEDA, principalmente
el firmware ya implementado en NUMEXO2.

¢ Reconstruccion de pulsos apilados: El apilamiento de pulsos es un
problema en espectroscopia nuclear y estudios de reacciones nucleares
que ocurre cuando dos pulsos se superponen y se distorsionan entre si,
degradando la calidad de la informacién de energia y tiempo. Por lo
tanto, el Ultimo objetivo de esta tesis es estudiar los diferentes métodos
de separacion y reconstruccion de pulsos, y ofrecer un nuevo método de
reconstruccién de pulsos basado en técnicas de aprendizaje automatico.

Metodologia

La metodologia utilizada en esta tesis estd diferenciada para cada uno de
los objetivos a alcanzar. El procedimiento aplicado a cada objetivo se detalla
a continuacién.
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e Estudio de antecedentes: La tarea inicial, que sirve no solo para fa-

miliarizarse con las especificaciones de diseno en NEDA, sino también
para adquirir conocimientos basicos fundamentales relevantes para los
objetivos del experimento, implica explorar el entorno experimental y
su fisica fundamental. En consecuencia, esto incluye una descripcién
general de la espectroscopia nuclear de rayos gamma y las interacciones
neutrénicas de la radiacién con la materia. Ademads, parte del tras-
fondo es el estudio detallado de la estructura del detector NEDA y su
electronica frontal.

Compresion de datos sin pérdida online: La compresion de datos es
un campo de investigacién que se ha estudiado desde la década de 1940.
Hasta la fecha se han desarrollado numerosos métodos de compresién,
por lo que el primer paso es estudiar los mas relevantes e investigar qué
método desarrollar para su implementacién en la electréonica NEDA. En-
tre los diferentes métodos desarrollados hasta ahora, el estudio se cen-
trard en los métodos de compresion sin pérdida, ya que no es deseable
perder informacién de eventos. Una vez seleccionado el método de com-
presion, se desarrolla en Python utilizando datos de experimentos reales
para probar su validez. Posteriormente, el método se implementara en el
digitalizador NUMEXO2. Finalmente, se realizan pruebas para verificar
la efectividad del método de compresién de datos sin pérdida online.

Sistema de condicion de doble disparo: Para desarrollar el sistema
de condicién de doble disparo, el primer paso es estudiar el firmware
implementado en NUMEXO2. A continuacién, se elige cuél de las dos
FPGA (Virtex-5 y Virtex-6) de NUMEXO2 debe albergar el nuevo sis-
tema de disparo. Tras esto, se debe implementar el sistema y probarlo en
el laboratorio para verificar su correcto funcionamiento. Finalmente, se
debe utilizar este sistema en experimentos con haz, y se debe realizar un
estudio del impacto del nuevo sistema de disparo en los datos analizados.

Reconstruccion de pulsos apilados: Las senales con pulsos apila-
dos normalmente se descartan, ya que la informacién de los pulsos esta
distorsionada. En este caso, la reconstruccién de pulsos se realizara
mediante técnicas de aprendizaje automatico utilizando senales del de-
tector NEDA. En primer lugar, se estudian diferentes formas y métodos
para separar y reconstruir los pulsos apilados. Posteriormente, se ha de
estudiar el estado del arte de la Inteligencia Artificial, el Aprendizaje
Automatico y las Redes Neuronales para resolver problemas similares al
apilamiento de pulsos. Después, se ha de implementar un método de
separacion y reconstruccién de pulsos basado en técnicas de aprendizaje
automdtico. Finalmente, se ha de evaluar el rendimiento y precisién del
nuevo método.
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Desarrollo e implementacién

Aunque las nuevas funcionalidades desarrolladas en esta tesis se enmarcan
en el detector de NEDA, éstas no estan directamente conectadas por lo que
el desarrollo e implementaciéon de cada una de ellas se ha llevado a cabo de
forma independiente.

Compresion de datos sin pérdida online

En esta tesis se ha desarrollado un método de compresion sin pérdida para
reducir el tamano de almacenamiento necesario y aumentar la tasa de conteo
en los experimentos. Se ha decidido utilizar un método de compresién sin
pérdida para evitar la pérdida de informacién del evento. La implementacion
se ha realizado en Python utilizando datos de experimentos de NEDA y pos-
teriormente se ha implementado en el digitalizador NUMEXO2.

En los dltimos anos, la capacidad de almacenamiento de datos y la veloci-
dad de procesamiento en la electronica y las redes de comunicacion han aumen-
tado. No obstante, lograr velocidades més altas es complicado, especialmente
cuando el hardware no se puede modificar, como es el caso de la electrénica
de NEDA. En este entorno, una técnica crucial para mejorar el rendimiento es
la compresién de datos, ya que el proceso de compresion-transmision es mas
rapido que la transmisién sin compresion. La compresion de datos también
es beneficiosa para el almacenamiento masivo, reduciendo los costos tanto en
almacenamiento como en transmision de datos.

Existen varios métodos y algoritmos para reducir o eliminar datos redun-
dantes y lograr la compresion de datos, que se clasifican en dos grupos: con
pérdida y sin pérdida. En la transmisién de datos, se prefieren los métodos
de compresion sin pérdida para garantizar que los datos transmitidos sean
idénticos a los originales, lo cual es crucial para aplicaciones donde la pre-
cisién es vital, como en imagenes médicas, datos cientificos y transacciones
financieras. En los experimentos de NEDA, es esencial mantener la infor-
macién del evento para analizar adecuadamente la forma de onda.

Se han estudiado diferentes métodos de compresion sin pérdida para elegir
el mas adecuado e implementarlo en el firmware existente de NUMEXO2. Se
han considerado varios aspectos de diseno, como las capacidades de lectura
de NUMEXO2 en experimentos de NEDA, donde la tasa de conteo se ha
establecido en 50 kHz y NUMEXO2 trabaja con 16 canales. Cada evento
tiene un tamano de 256 muestras, y cada muestra es de 2 bytes, resultando
en un tamano total de 512 bytes por evento. Si se reduce el nimero de bits
necesarios para formar la traza de cada evento, se podria aumentar la tasa de
conteo sin exceder la tasa maxima de 409.6 MB/s.

El método de compresiéon se ha implementado en la FPGA Virtex-6, ya
que estd primero en la cadena de adquisicidn, lo que permita también una
transmisiéon mas rapida de eventos entre Virtex-6 y Virtex-5. Para el disefio



XVIII

del método de compresion se ha tenido en cuenta que se han de utilizar el
minimo de recursos posibles, permitiendo la implementacién del disenio actual
y posibles modificaciones futuras. La compresién se ha centrado en reducir
el tamano en bytes de la traza de cada evento, manteniendo el tamano del
encabezado del evento. También se ha considerado la relacion de compresion
y el ahorro de espacio al elegir el método de compresién adecuado.

Se han estudiado diversos métodos de compresion sin pérdida, analizando y
aplicando ad-hoc algunos de los métodos mas simples y comtinmente utilizados
en ingenieria, ciencias de la computacién y fisica, para evaluar su idoneidad
en la compresion de las trazas de eventos de NEDA, buscando el mejor com-
promiso entre capacidad de compresion y bajo consumo de recursos.

El método de compresién elegido ha sido el de Codificacién diferencial con
numero de bits fijo. Se trata de un método ad-hoc para NEDA que se basa en
calcular la diferencia entre muestras y almacenar la diferencia en un niimero
fijo de bits. Se ha realizado un estudio de las senales para evaluar si es posible
asignar un numero fijo de bits para almacenar las muestras en diferencias.
De esta forma se ha establecido que en la linea de base se puede almacenar
cada muestra utilizando la mitad de bits. Por otro lado, este método deja sin
comprimir la parte de la senal correspondiente al pulso.

Se ha verificado el funcionamiento del método de compresién en Python
con senales de NEDA y posteriormente se ha implementado en NUMEXO2.
El diseno de este bloque de firmware esté disponible en el siguiente repositorio:
https://github.com/jmdeltoro/trace_compression_NEDA

Sistema de condicion de doble disparo

Las celdas de NEDA muestran sensibilidad a los neutrones, rayos X y rayos
gamma. Si bien el blindaje reduce la interferencia de rayos X, resulta poco
practico para rayos gamma de mayor energia sin comprometer la eficiencia de
deteccién de neutrones. Los rayos gamma detectados por NEDA se pueden
clasificar en dos tipos, rayos gamma inmediatos y rayos gamma no correla-
cionados. Las descripciones de estos tipos se explican a continuacién:

e Los rayos gamma inmediatos son rayos gamma emitidos inmediata-
mente después de una reaccién nuclear. Por lo general, son emitidos por
nucleos atémicos en un estado excitado que se desintegra a un estado de
menor energia, liberando el exceso de energia.

e Los rayos gamma no correlacionados son rayos gamma que no tienen
una relacién causal directa con la reaccidon nuclear del experimento.
Pueden provenir de varias fuentes, como la radiacién cdésmica, la de-
sexcitacion de nucleos radiactivos o la interaccion de particulas cargadas
(como protones, particulas alfa o electrones) con la materia. En los ex-
perimentos de fisica nuclear, los rayos gamma no correlacionados pueden
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representar un fondo o ruido que debe tenerse en cuenta al analizar los
datos.

Dada esta caracteristica de las celdas de NEDA, resulta esencial desarrollar
técnicas para discriminar entre rayos gamma (rdpidos y no correlacionados)
y eventos de neutrones para determinar el tipo de radiacion. En NEDA,
el andlisis de forma de pulso (PSA) basado en informacién de CC (Charge
Comparison)y TOF (Time of Flight) se utiliza para la discriminacién neutron-
gamma.

El sistema propuesto combina la relacion CC con informacién adicional
del evento para aceptar neutrones de baja energia mientras se reducen las
solicitudes de disparo. Esta informacién adicional es el TOF de cada particula.
Con la informacién de TOF, también es posible identificar los rayos gamma
instantaneos, ya que su TOF es cercano a cero. En contraste, los neutrones
tienen un TOF mayor. Para NEDA, el TOF se mide como la diferencia de
tiempo entre una senal légica externa, como la senal de radiofrecuencia del
haz (STOP), y la senial generada dentro de la celda de NEDA (START).

La introduccion de este método de disparo permite el uso de dos senales de
disparo independientes que se pueden combinar para generar un disparo final.
En primer lugar, los neutrones de baja energia, indetectables por un sistema
basado tinicamente en CC, pueden ser capturados usando una légica OR para
combinar ambas senales de disparo. En segundo lugar, estas dos senales se
pueden integrar con una légica AND para disminuir la alta tasa de conteo
causada por eventos de rayos gamma instanténeos.

En consecuencia, se implementan cuatro modos de disparo para los exper-
imentos de NEDA, permitiendo la personalizacién del método de disparo para
los objetivos especificos de cada experimento. Los modos implementados son:

e Modo CC: Solo se utiliza el disparo generado por CC.
e Modo TOF: Solo se considera el disparo basado en TOF.

e Modo AND: Se genera una senal de disparo cuando ambos métodos
generan un disparo.

e Modo OR: Se genera una senal de disparo cuando cualquiera de los dos
métodos genera un disparo.

Como se ha mencionado anteriormente, el componente central de la electrénica
de NEDA es el digitalizador NUMEXO2, que cuenta con una FPGA Virtex-6
y una FPGA Virtex-5. El disefio del nuevo sistema de condicién de doble
disparo se ha implementado en la Virtex-6, utilizando las salidas de senales
de disparo obtenidas de manera independiente como entradas. El digital-
izador NUMEXO?2 tiene 16 canales de adquisicién, por lo que esta nueva fun-
cionalidad se ha implementado de manera independiente en cada canal. Se ha
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prestado especial atencién a la optimizacién del cédigo y a la minimizacién
del uso de recursos de la FPGA, ya que la FPGA ya operaba al 70% de su
capacidad.

El diseno de estos nuevos métodos se ha sometido a un test de funcional-
idad. El objetivo de la prueba funcional ha sido evaluar el rendimiento de la
implementacién del doble disparador examinando el rendimiento del firmware
de los modos de disparo. En concreto, la prueba ha verificado si, durante la
adquisicién en linea, los modos de disparo CC, TOF, AND y OR descartaban
correctamente los eventos que se encontraban fuera de los umbrales estableci-
dos y retenian los eventos que se encontraban dentro de ellos.

Después de comprobar el correcto funcionamiento, los cuatro modos de
disparo también fueron utilizados en un experimento con haz. En éste se ha
evaluado la influencia de cada modo de disparo después de realizar un analisis
offline y la discriminaciéon neutrén-gamma. El andlisis se ha centrado en cémo
los modos de disparo AND y OR, integrado las senales del disparo CC y TOF,
afectaron la cantidad de neutrones aceptados después del andlisis PSA (Pulse
Shape Analysis) offline, en comparacién con el escenario en el que solo se ha
utilizado el modo de disparo CC online.

Reconstruccién de pulsos apilados

La superposicion o apilamiento de pulsos es un problema frecuente en los
experimentos de reacciones nucleares y espectroscopia con altas tasas de con-
teo. Este efecto ocurre cuando los pulsos llegan tan cerca en el tiempo que se
superponen total o parcialmente. Como resultado, los pulsos se distorsionan.
Esta distorsién compromete la calidad de la informacién de energia y tiempo,
haciendo dificil identificar los tipos de particulas mediante las técnicas usuales
de discriminacién de formas de pulso. En consecuencia, los pulsos apilados se
descartan tipicamente.

Se ha propuesto un método de reconstruccién online de pulsos apilados
capaz de recuperar pulsos con una diferencia de tiempo de 15 ns o mas (3
muestras a 200 MHz). Para garantizar la viabilidad, el método debe tener
baja complejidad analitica y computacional y un tiempo de reconstruccién
corto por evento para integrarse sin problemas en el sistema de anédlisis general.

Los pulsos apilados se rechazan durante el analisis offline por lo que el
CC offline de estos eventos no se lleva a cabo. Este trabajo tiene como ob-
jetivo implementar un método de reconstruccion de pulsos que cumpla con
todos los requisitos mencionados anteriormente para ser incluido en la cadena
de adquisicién antes del analisis fuera de linea y verificar su viabilidad y efi-
ciencia. El objetivo futuro es implementar el método de reconstrucciéon en
el digitalizador. En esta tesis se propone un método ad-hoc utilizando un
1D-CAE (One-Dimensional Convolutional Autoencoder) para separar los dos
pulsos que componen cada evento apilado adquirido con los detectores NEDA.
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La arquitectura 1D-CAE propuesta sigue la estructura habitual de un
1D-CAE, pero con la particularidad de que tiene una tnica entrada, que es
la senal que contiene los dos pulsos de apilamiento, pero dos salidas, cada
una correspondiente a uno de los pulsos en la senial de entrada. Para este
proposito, la estructura del codificador se comparte y el decodificador se bi-
furca, resultando en un decodificador separado para cada pulso reconstruido.
Esta estructura permite al modelo capturar y reconstruir patrones comple-
jos de la senial de entrada mientras proporciona dos senales de salida distin-
tas. El diseno completo esta disponible en el siguiente repositorio: https:
//github.com/jmdeltoro/pile-up_reconstruction_NEDA

Para el entrenamiento del modelo propuesto, se ha creado una base de
datos de eventos con pulsos apilados de forma artificial, de modo que se cono-
cen los dos pulsos que forman el evento apilado. Las dos combinaciones de pul-
sos que se han generado han sido neutron-gamma y gamma-neutron porque no
todas las combinaciones son igualmente probables o detectables como senales
de apilamiento. La combinacién neutrén-neutrén, donde dos neutrones llegan
al mismo detector, tiene una baja probabilidad de ocurrir, con una diferencia
de tiempo tipicamente menor a 5 ns, lo que hace que el analisis lo identifique
como un solo neutrén, por lo tanto, no detectando el apilamiento. La com-
binacién gamma-gamma es mas probable; sin embargo, si dos rayos gamma
llegan al mismo detector simultaneamente después de la reaccién, se identi-
ficardn como un solo rayo gamma. La combinacién neutrén-gamma es probable
cuando un neutrén se detecta primero, seguido de un rayo gamma espurio de
la radiacién de fondo natural. Este rayo gamma puede aparecer en cualquier
momento durante la senal adquirida. Finalmente, los eventos de apilamiento
gamma-neutréon ocurren cuando los rayos gamma de la reaccién se detectan
primero, seguidos de un neutrén. Se observard un TOF mas largo o mas corto
dependiendo de la distancia del detector a la reaccién. Con la configuracion
estdndar de NEDA, la distancia tipica es de 100 c¢m, resultando en un tiempo
de vuelo promedio de neutrén de 40 ns. Dadas estas caracteristicas, la re-
construcciéon de pulsos apilados se ha centrado en eventos gamma-neutréon o
neutrén-gamma.

Una vez entrenado el modelo 1D-CAE se ha evaluado el nivel de similitud
entre los pulsos originales y reconstruidos, y también se ha comprobado el
éxito al determinar el tipo de particula utilizando el método de CC con las
sefiales reconstruidas y las originales.

Conclusiones

En esta tesis se han implementado con éxito diversos avances en el sistema
de detectores de neutrones NEDA para mejorar sus capacidades de adquisicion
y andlisis de datos en el contexto de la espectroscopia de rayos gamma. A
continuacién se resumen los principales logros y conclusiones de cada una de
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las nuevas funcionalidades implementadas.

Compresion de datos en linea sin pérdida: Se implementd el
método de codificacion diferencial con niimero fijo de bits, logrando una
relacién de compresién de 1,6 y ahorrando un 37,5% de espacio de alma-
cenamiento. Esto permite un aumento significativo en la tasa de conteo
sin superar la velocidad méxima de transmisién de 409,6 MB/s. A pesar
de no estar totalmente optimizado debido a las limitaciones del DMA, se
demostré con éxito la compresion y descompresion de trazas de eventos.

Sistema de doble condicién de disparo: Se desarrollé un sistema
de doble condicién de disparo, combinando medidas de comparacién de
carga (CC) y tiempo de vuelo (TOF) para discriminar eficazmente entre
rayos gamma y neutrones. Se evaluaron cuatro modos de disparo (CC,
TOF, AND y OR) utilizando datos del experimento E703 en GANIL.
El modo AND es 1til para reducir las solicitudes de disparo, mientras
que el modo OR minimiza la pérdida de neutrones cuando se pueden
manejar tasas de solicitud de disparo mas altas. Estos modos de disparo
ofrecen una mayor versatilidad para adaptar el sistema de deteccién a
los objetivos experimentales especificos.

Reconstruccién de apilamiento de pulsos: Se implement6 un método
novedoso que utiliza un autocodificador convolucional unidimensional
(1ID-CAE) para reconstruir eventos de apilamiento, mostrando una tasa
de éxito del 83,95% en la reconstruccién precisa de estos eventos. Este
método conserva informacién crucial previamente perdida en eventos de
apilamiento y mantiene una alta correlacién promedio de 0,988 con las
senales originales. Ofrece una solucién practica para el procesamiento
de senales en tiempo real en futuras actualizaciones de NEDA.

En general, los resultados de esta tesis mejoran las capacidades de adquisicion
y andlisis de datos de NEDA, lo que permite estudios de reaccién y espectro-
scopia nuclear mas precisos y eficientes. Los avances en la compresion de datos,
el sistema de condiciéon de doble disparo y la reconstruccién de acumulacién
de pulsos optimizan colectivamente el rendimiento de NEDA, posicionandolo
como una herramienta poderosa para la futura investigacion en fisica nuclear.
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Chapter 1

Introduction

This initial chapter aims to introduce the research performed for this Ph.D.
thesis. It is dedicated to presenting the motivation for the study, the set ob-
jectives, and the methodology employed to complete the research.

1.1 Introduction

The atomic nucleus, the enigmatic heart of matter that composes our uni-
verse, has captivated human curiosity and research for centuries. As our under-
standing of nuclear physics deepens, it raises increasingly complex questions,
demanding the development of more sophisticated tools and technologies. In
order to unravel the mysteries of the atomic nucleus, physicists from the 1960s
to the present day have been working using gamma-ray spectroscopy, which
uses the detection of gamma-rays to obtain properties of the atomic nucleus.

Technological advances have led to improvements in gamma-ray detection
methods, including high-resolution gamma spectroscopy techniques that im-
prove energy measurements and help develop more reliable nuclear models.
To perform this high-resolution gamma spectroscopy, physicists and engineers
have developed detection instruments such as the following: EUROBALL
[1], GAMMASPHERE [2], MINIBALL [3], EXOGAM [4], AGATA [5] and
GRETA [6]. These instruments are often coupled with ancillary neutron de-
tectors such as Neutron Wall [7], NEDA [8], and charged-particle detectors
such as GRIT [9] and DIAMANT [10], among others, in order to obtain in-
formation regarding the reaction channel.

The development of these instruments, which obtain high-resolution spec-
tra, involves a great deal of design complexity, where the geometry and ma-
terial of the detector and the electronics involved are key. Originally, ana-
logue electronic systems were used to process the pulse signals from the detec-
tors. These systems provided good time resolution and energy measurements.
However, analogue electronics have less flexibility when implementing new
functionalities and algorithms and are generally more susceptible electromag-

1
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netically than digital electronics. This has led to the increasing use of digital
electronics, where more complex PSA (Pulse-Shape Analysis) algorithms, data
throughput, high-speed communications, and firmware reconfiguration can be
implemented more feasibly. Furthermore, given the flexibility of digital elec-
tronics, different instruments can be developed where part of the electronics is
common. As an example, a synergy was achieved in the front-end electronics
of EXOGAM and NEDA, which led to the design of a common digitiser and
preprocessing electronics, the so-called NUMEXO2.

In this thesis, new methods are investigated and developed to improve the
efficiency of the NEDA detector and increase the acquisition capabilities. On
the one hand, to enhance NEDA efficiency, a double trigger condition system is
implemented to improve neutron/gamma discrimination (NGD). On the other
hand, to increase acquisition capabilities, a lossless online compression method
is developed to increase the data acquisition rate without needing to modify
the hardware. Increasing the data acquisition rate increases the probability of
acquiring pile-up events. In this context, reconstructing and analysing pile-up
events becomes crucial. A NEDA pile-up event reconstruction method based
on a machine learning technique is evaluated to avoid losing pile-up events.

1.2 Objectives

This section summarises the main objectives of the thesis, considering the
environment in which it is developed.

e Background study: An essential study of the scientific framework in
which NEDA is involved will be carried out, as well as the structure,
electronics, and designs previously implemented.

e Lossless data compression online: Study of the different existing
compression methods and develop of a lossless compression method to
reduce storage size and offer the possibility of increase the counting rate
in NEDA experiments.

e Double Trigger condition system: Develop a trigger condition sys-
tem that enhances the previously implemented neutron-gamma discrimi-
nation acquisition capabilities and study its effect in the data analysis. In
order to carry out this improvement, the electronics involved in NEDA
will be studied in detail, mainly the firmware already implemented in
NUMEXO2.

e Reconstruction of piled-up pulses: Pulse pile-up is a problem in
nuclear spectroscopy and nuclear reaction studies that occurs when two
pulses overlap and distort each other, degrading the quality of energy
and timing information. Therefore, the last objective of this thesis is to
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study the different methods of pulse separation and reconstruction, and
to offer a new method of pulse reconstruction based on machine learning
techniques.

1.3 Methodology

The methodology used in this thesis is differentiated for each of the objec-
tives to achieve. The procedure applied to each objective is detailed below.

e Background study: The initial task, which serves not only to famil-
iarise oneself with the design specifications in NEDA but also to acquire
fundamental background knowledge relevant to the experiment’s objec-
tives, involves exploring the experimental environment and its funda-
mental physics. Consequently, this includes a descriptive overview of
nuclear gamma-ray spectroscopy and the neutron interactions of radia-
tion with matter. Also, part of the background is the detailed study of
the structure of the NEDA detector and its front-end electronics.

e Lossless data compression online: Data compression is a field of
research that has been studied since the 1940s. Numerous compression
methods have been developed to date, so the first step is to study the
most relevant ones and investigate which method to develop for imple-
mentation in NEDA electronics. Among the different methods developed
so far, the study will focus on the lossless compression methods as it is
not desirable to lose event information. Once the compression method
is selected, it is developed in Python using real experiment data to test
its validity. The method will later be implemented in the NUMEXO2
digitiser. Finally, tests are carried out to verify the effectiveness of the
online lossless data compression method.

e Double Trigger condition system: In order to develop the double
trigger condition system, the first step is to study the firmware imple-
mented in NUMEXO2. Then, choosing which of the two FPGAs (Virtex-
5 and Virtex-6) of NUMEXO2 has to house the new trigger system. After
this, system must be implemented and tested in the laboratory to verify
its correct operation. Finally, this system has to be used in in-beam
experiments, and a study of the impact of the new trigger system on the
data analysed has to be carried out.

e Reconstruction of piled-up pulses: Signals with piled-up pulses are
usually discarded as the pulse information is distorted. In this case,
the reconstruction of pulses will be carried out using machine learn-
ing techniques using signals from NEDA detector. First, different ways
and methods to separate and reconstruct the pile-up pulses are studied.

3
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Subsequently, the state of the art regarding machine learning techniques
have been studied, and the most appropriate technique to separate and
reconstruct the signals has been chosen. Subsequently, a database of
NEDA signals is created to train and test the chosen machine learning
model. Finally, the reconstruction method is evaluated by analysing its
effectiveness in reconstructing the pile-up pulses as faithfully as possible.



Chapter 2

Nuclear Gamma-ray
spectroscopy

This chapter introduces the concept of gamma spectroscopy and highlights
its significance in nuclear structure research. It provides a concise overview of
the fundamental principles of physics to set the necessary concepts for the the-
sis. The focus is on High-resolution Gamma-ray spectroscopy and its detectors
and ancillary detectors to improve spectroscopy performance.

2.1 Introduction

The first identification of high-energy photons occurred in November 1895
when Roentgen discovered X-rays during his experiments with cathode ray
tubes [11]. Additionally, in the subsequent year, Becquerel demonstrated
the existence of radiation by observing a photographic plate darkening solely
through exposure to uranium salt without any sunlight. This discovery marked
the inception of radiation detection, and Marie Curie further improved the
detection method by utilising the piezoelectric effect of quartz, ultimately
recognising radiation as a general phenomenon in radioactive substances [12].
These scientific advances paved the way for the concept of the nucleus as the
radiation source in 1911, starting a new era of scientific exploration. This idea
was developed thanks to Rutherford’s contributions to nuclear structure and
the experiments carried out by Geiger and Marsden. However, experiments in
the 1940s and 1950s later revealed that nuclei were no longer considered the
fundamental units of the universe, as once believed [13]. Nuclear gamma-ray
spectroscopy involves quantitatively analysing photon spectra emitted by a
nucleus. These gamma-ray photons originate during transitions of nucleons
(protons and/or neutrons) between quantised states within the nucleus, occu-
pying the high-energy portion of the electromagnetic spectrum. Gamma-ray
spectroscopy techniques offer the possibility to measure the fundamental nu-
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clear properties of excited nuclear states, including excitation energy, angular
momentum (spin) and parity, by applying conservation laws and electromag-
netic selection rules. Moreover, by determining decay probabilities of nuclear
states through lifetime measurements, one can gain direct insights into the
relationships between the initial and final states within the nucleus. Under-
standing of the nucleus is advancing, and its complexity is becoming more
evident. The need for more accurate and complete information from detectors
is growing as they serve as a window into the intricate realm of matter.

2.2 Exotic nuclei

In the contemporary scientific understanding of matter, it is acknowledged
that matter is composed of numerous fundamental particles, including those
that were previously posited as constituents of the atomic nucleus. In the nat-
ural world, independently of its physical state, a central nucleus characterises
every chemical element, a positive electric charge, and an ensemble of elec-
trons distributed within quantised atomic layers, each with a negative charge.
The configuration of these electron shells significantly governs the element’s
electrochemical and atomic attributes.

The nucleus, essential in early radiation detection, comprises several parti-
cles, specifically protons and neutrons. The cumulative particle count within
the nucleus is the mass number (A). The mass number provides an approxi-
mate measure of the total mass of a nucleus due to the comparable masses of
protons and neutrons. While protons have a positive charge, neutrons exhibit
neutrality, and their presence is essential for stabilising the nucleus.

The atomic number (Z), corresponding to the number of protons, carries
fundamental significance in determining the true identity of an element due
to its fundamental role in chemical properties. In parallel, the number of
neutrons (N) gives rise to a series of isotopes, representing elements with iden-
tical chemical characteristics and nomenclature but varying neutron counts.
Consequently, these isotopes display divergent nuclear attributes, half-life, and
energy levels. This extension of the periodic table, based on chemical or atomic
criteria, is shown in the Table of Nuclides (Segré Chart), as exemplified in Fig.
2.1.

This graphical representation was first introduced by Giorgio Fea in 1935
and later expanded upon by Emilio Segré in 1945. Since then, it has become
an essential tool for nuclear physicists. Approximately 300 stable nuclei and
around 3,000 different unstable nuclei have been identified so far, with the
possibility of up to 6,000 isotopes.

The Segré Chart is illustrated with stable nuclei shown in black as they
cross the -stability line. To the left, a set of isotopes marked in blue represents
proton-rich nuclei, which are unstable and have fewer neutrons than stable
ones. To the right, their homologous in pink represent neutron-rich nuclei,

6
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Figure 2.1: Table of nuclides with the stable elements in black and for the other
nuclides the colour indicates the type of decay (or radiation) happening in the
unstable nuclei, i.e. red: 5+, blue:(-, orange: proton-decay, yellow: a-decay, purple:
neutron-emitters

characterised by an excess of neutrons. Exotic nuclei, those with a neutron-
to-proton (N/Z) ratio significantly different from the typical natural nuclei,
are limited by the neutron and proton drip-lines, beyond which no isotopes
can exist.

Research on the proton drip-line has well-established values for a significant
portion of the elements [14]. However, the most neutron-rich and heaviest
nuclei, corresponding to the drip-line nuclei, are 3'F and 3*Ne for fluorine and
neon, respectively. So, the location of the neutron drip-line is in Z=10 [15].

2.3 High-resolution Gamma-ray spectroscopy

According to quantum mechanics, an excited nucleus is a nucleus with a
higher energy than its ground state, where the ground state is the one whose
energy is the lowest for a certain nucleus [14,16]. Any excited nucleus can
emit radiation in different ways before reaching its ground state.

Different decay modes could be observed in nuclei, including, among others,
gamma-ray emission, internal conversion, alpha emission, neutron emission,
B+ emission, [-emission, electron capture, fission, etc. The ones related to
the de-excitation of the nucleus itself correspond to decay between different
excitation energies in the same nucleus. The decay modes involving weak
interaction and/or particle emission also modify the nucleus that emits the

7



Chapter 2. Nuclear Gamma-ray spectroscopy

radiation. The most common technique to obtain the energy level scheme of
a nucleus is the so-called gamma-ray spectroscopy. Gamma-ray spectroscopy
is a method used in nuclear physics to investigate nuclei through the energy
spectra of the gamma-rays emitted during de-excitation.

The capability to distinguish these levels in the decay scheme is directly
connected to the spectrometer’s capability to distinguish between two gamma
rays of slightly different energy. This property is known as energy resolution
and is a must for a specific branch of gamma spectroscopy known as high-
resolution gamma spectroscopy.

2.3.1 High-resolution Gamma-ray spectroscopy detectors

The journey of gamma-ray spectroscopy started with the revelation of
radioactivity by Henri Becquerel in 1896. Hans Geiger, in 1908, introduced
the first practical technique to quantify radioactivity and invented the Geiger
counter. This instrument, which leveraged the ionisation of gas by radiation
under a high electric field, could detect alpha and beta particles and gamma-
rays. However, it could not distinguish between different types of particles or
their energies.

The evolution of experiments and detectors has been significant, beginning
with early models in the 1960s that used Nal(T1) scintillators. This evolution
continued with Si(Li) and Ge(Li) detectors, which could not distinguish very
well between different types of particles or their energies. Ultimately, the
High-purity Germanium (HPGe) detectors were developed, achieving a high
distinguish ability and thus being able to perform high-resolution gamma-ray
spectroscopy. For a comprehensive history of gamma spectroscopy, please refer
to [17].

HPGe based detectors play a crucial role in high-resolution gamma-spec-
troscopy due to their exceptional energy resolution. They have been effec-
tively utilised in high-resolution spectroscopy projects like EXOGAM [4] or
EUROBALL [1], leading to discoveries such as new decay modes of super-
deformed nuclei, high-spin spectroscopy, search of symmetries in N~Z nu-
clei, etc. Other materials commonly used in gamma-spectroscopy include
LaBr3(Ce), Nal(T1), and CsI(T1) [18] inorganic scintillators. However, their
energy resolution is not comparable to that of HP-Ge, making the semiconduc-
tor’s resolution (= 0.2 — 0.8%) an order of magnitude higher than scintillators
(> 3 - 5%). Figure 2.2 compares the energy resolution of a ®*Co gamma spec-
trum using HP-Ge and Nal(Tl), demonstrating the performance difference
between the two materials.

While HP-Ge detectors have many beneficial features, they also have some
disadvantages. The material is expensive, and its small energy gap (around
0.7 eV) renders it unusable at room temperature. This necessitates using
a constant supply of costly liquid nitrogen to keep them cool. In addition,

8
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Figure 2.2: Comparison of the 59Co gamma spectrum between HP-Ge (blue) and
Nal (red) [19].

large-volume HP-Ge detectors typically have limited time resolutions, around
8-10 ns, due to the dependence on the position of the gamma-ray’s impact
in the detector [20]. When experiments require faster responses, around 1
ns, scintillators are more appropriate and have higher efficiency than HP-Ge
detectors.

In recent years, technological advancements such as the segmentation of
Ge detectors, pulse shape analysis techniques, and gamma-ray tracking have
led to the emergence of the newest generation of spectrometers: AGATA [5]
in Europe and GRETA [6] in the USA. These advanced spectrometers not
only measure energy, position, and time; they also trace the path of scattered
gamma-rays, improving overall efficiency.

2.3.2 Ancillary detectors

As mentioned before, studying gamma energy spectra is crucial in identi-
fying various characteristics of a specific nucleus. However, there are instances
where the data derived from gamma energy spectra may need to be improved
due to constraints in the instrument’s sensitivity. This calls for the employ-
ment of additional detectors.

An ancillary detector is a device that combined with a gamma spectrometer
can offer more comprehensive into the reaction channel or the mode of de-
excitation. This combination allows to identify the isotope being studied or
to gather additional data. Neutron and charged particle detectors are among

9
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the most common ancillary detectors. In nuclear physics, NEDA, which is
the focus of this thesis, and Neutron Wall are notable examples of neutron
detection arrays. At the same time, GRIT and DIAMANT are examples of
charge-particle detection arrays.

Several experiments employing coupled detectors take place at GANIL lab-
oratory (Grand Accélérateur National d’Ions Lourds) in Caen and LNL (Lab-
oratori Nazionali di Legnaro) in Legnaro. These experiments use EXOGAM,
along with the Neutron Wall and DIAMANT detectors. Also, at GANIL
and SPES at LNL, NEDA detector is coupled with AGATA, EXOGAM, and
TRACE detectors.

2.4 Gamma spectroscopy physical processes

The following paragraphs provide a descriptive explanation of the primary
physical processes involved in gamma radiation detectors and neutron detec-
tors such as NEDA. This section explains the mechanisms of photon mat-
ter and neutron matter, specifically focusing on the predominant phenomena
found in high-resolution gamma spectroscopy.

2.4.1 Gamma radiation interaction with matter

Understanding the interactions between gamma rays and matter is neces-
sary to optimise information extraction from gamma rays in an experiment.
This knowledge is crucial for assessing the desired radiation and identifying
and mitigating unwanted sources of radiation that might compromise the ac-
curacy of our measurements. When high-energy photons encounter matter,
they can suffer one of three distinct interactions

e Photoelectric AbsorptionThe photoelectric effect takes centre stage
in the low-energy range of the gamma spectrum. In this phenomenon,
the energy of the gamma-ray is intricately linked to both the incoming
photon’s energy and the electron’s binding energy within the atom. Con-
sequently, the electron is expelled from its bound state with the residual
kinetic energy. Subsequently, this secondary electron discharges its en-
ergy through electromagnetic interactions with the surrounding medium.

e Compton Scattering: This significant phenomenon prevails within
the mid-energy range of the gamma spectrum, typically ranging from
1 to a few MeV. During this process, a gamma ray transfers a portion
of its energy to an electron, manifesting as kinetic energy. This inter-
action generates a new photon, with its energy level determined by the
difference in energies involved in the scattering event.

e Pair Production: The pair production effect dominates at high en-
ergy levels within the gamma spectrum, typically occurring at energies

10
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exceeding 10 MeV. When photons possess energies exceeding the com-
bined mass of two electrons and are influenced by the electric field of
a nucleus, they can transform into a pair of electrons and positrons.
The excess energy exceeding 1.022 MeV, the threshold for pair produc-
tion, is directly converted into the kinetic energy of these newly created
particles.

Figure 2.3 illustrates the regions of interaction and provides information
about their impact on spectra. The low-energy area has decreasing Photoelec-
tric Absorption. In the central area, Compton scattering predominates, while
at higher energies, pair production dominates. The likelihood (cross-section)
of these interactions depends on the gamma-ray’s energy and the material’s
atomic number. The total cross-section of the interaction of gamma rays with
an atom is equal to the sum of all three mentioned partial cross-sections:

o=0f+0c+o0p (2.1)

oy is the cross-section of the photoelectric effect, oc that of Compton
scattering and o, that of pair production.
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Figure 2.3: Attenuation coefficients for gamma ray in relation with atomic number
Z of absorbed material [21].

In summary, a comprehensive understanding of these mechanisms is crucial
for optimising data extraction from gamma rays and discerning and mitigating
any undesirable radiation sources that may affect our measurements’ precision.
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2.4.2 Neutron Interaction with matter

Detecting neutrons poses unique challenges due to their lack of electric
charge, which renders them unaffected by Coulomb processes. Unlike gamma-
rays, neutrons do not directly interact with electrons. Instead, their inter-
actions predominantly occur with atomic nuclei, resulting in the release of
charged particles and triggering various nuclear reactions [22]. Depending on
neutrons’ energy, several scenarios can be considered. There are two primary
types of interactions: scattering and absorption processes. Let’s delve into
these interactions more systematically.

e Scattering Mechanisms: Scattering mechanisms are prevalent, par-
ticularly in the MeV energy range [23], where a neutron carries enough
energy to transfer a significant amount of kinetic energy during a single
collision with a nucleus. Subsequently, the neutron undergoes modera-
tion, slowing down and losing energy with each collision. Within scat-
tering processes, two distinctions are notable:

— Elastic Scattering A(n,n)A: The nucleus does not transition to an
excited state following the collision with the neutron.

— Inelastic Scattering A(n,n’)A*: In inelastic scattering, the involved
nucleus may transition to an excited state after the collision with
the neutron, mainly when the neutron energy is exceptionally high
(>1 MeV). This results in the nucleus undergoing an internal rear-
rangement and emitting radiation. For neutron detectors, scatter-
ing mechanisms involving light nuclei like hydrogen or helium are
preferred.

e Neutron Absorption: A second type of neutron interaction occurs
when a neutron is captured or absorbed by a nucleus, leading to a di-
verse array of possibilities. Typical effects include the emission of a
proton, deuteron, alpha particle, or fission products after neutron cap-
ture/absorption, as well as the radiative capture reaction of neutrons.
Neutrons can be indirectly detected through secondary processes in-
volving the emission of gammas or charged particles after neutron cap-
ture/absorption. The cross-section for absorption processes is more rel-
evant for thermal and slow neutrons (~0.025 eV), while scattering pro-
cesses gain prominence for fast neutrons (>1 MeV) [14, 23]

Depending on the energy range of the neutrons, various methods can be
used to detect them. Some examples include detecting slow neutrons through
ionised 3He or BF3 chambers. For fast neutron detection, standard methods
involve 4He and CHy [22], scintillation produced in lithium glass fibres [14],
and, as seen in NEDA and Neutron Wall, neutron interaction with aromatic
organic scintillators [8,24].
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Chapter 3

NEDA detector

NEDA (NEutron Detector Array) is the neutron detector upon which data
acquisition improvements have been developed in this thesis. This chapter
briefly introduces the NEDA detector and focuses on the detection mechanism,
detector structure, and front-end electronics.

3.1 NEDA

NEDA is an advanced neutron detector array developed through an inter-
national collaboration involving several institutes from nine European coun-
tries. This innovative system was conceived as the successor to the Neutron
Wall detector. NEDA consists of a set of new generation neutron detectors
like the one shown in Fig. 3.1 based on a liquid scintillator that can achieve
high-detection efficiency, excellent neutron-gamma discrimination, high two
neutrons discrimination capabilities and high counting rate capabilities that
have been designed to be coupled to a set of germanium-based gamma detec-
tors like AGATA, EXOGAM2 or GALILEO [25].

Figure 3.1: The design of a single NEDA neutron detector cell [8].
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Chapter 3. NEDA detector

The first implementation of NEDA was carried out in conjunction with the
Neutron Wall, shown in Fig. 3.2, and AGATA at GANIL. Nevertheless, the
mobility of NEDA allows it to easily integrate with other gamma-ray array de-
tectors. Neutron and charged-particle detectors play a crucial role in effectively
choosing decay processes, especially when investigating neutron-deficient nu-
clei resulting from fusion-evaporation reactions. Furthermore, NEDA serves
as an indispensable instrument for the exploration of exotic nuclei generated
through transfer reactions where the emitted particle is a neutron. In the up-
coming years, the availability of a diverse range of new radioactive beams
for transfer reactions induced by proton- and neutron-rich projectiles will
expand significantly. This expansion will be facilitated by cutting-edge ra-
dioactive beam facilities such as HIE-ISOLDE [26] (CERN, Geneva, Switzer-
land), SPES [27] (Legnaro, Italy), SPIRAL2 [28](Caen, France), and FAIR [29]
(Darmstadt, Germany).

Figure 3.2: The NEutron Detector Array coupled to the Neutron Wall at 90° [30].

In contrast to other neutron array detectors, such as the Neutron Wall or
Neutron Shell [31], NEDA enhances the efficiency of neutron detection while
reducing the incidence of cross-talk or double hits from a single neutron, which
can distort the actual number of neutrons emitted due to scattering.

Throughout this section we will detail the detection mechanism on which
NEDA detectors is based, how the detector has been constructed, and finally
the associated electronics.
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3.1. NEDA

3.1.1 NEDA detection mechanism

The NEDA detector collects data of the reactions generated by the nucleus
under examination. This process involves the detection of fast neutrons using
organic scintillators. However, these scintillators are also responsive to gamma
rays, necessitating the implementation of a technique to differentiate between
gamma rays and neutrons.

Each NEDA cell contains an organic scintillating liquid that produces light
with the interaction of neutrons and gamma rays. Through photomultipliers,
this light is transformed into an electrical signal, which is subsequently anal-
ysed to determine the origin of the reaction, neutron or gamma ray. The
mechanism of light production and conditioning using photomultiplier tubes
is explained below.

Organic scintillator physics

The physics of organic scintillators in radiation detection is regarded as one
of the most traditional and effective methods employed to date. This approach
is used not only for gamma spectroscopy but also for detecting fast neutrons.
Scintillator materials operate on the principle of converting the kinetic energy
of incoming particles into light through the inherent luminescent properties
of the material. Typically, scintillators must be linked to photomultipliers to
yield an amplified current pulse generated from the light emitted within the
detector. Figure 3.3a diagram of the scintillator next to the photomultiplier.

Phtocathode Focusing electrode Photomultiplier Tube (PMT)
x?;;' m
Neutron [/j|/|/|/
or
gamma
Scintillator / Connector

Primary Secondary Dynode Ancde
electron electrons

Figure 3.3: Scintillator coupled to a photomultiplier.

The scintillator materials can be classified into organic and inorganic crys-
tals, organic liquids, plastics and gases [16]. Organic liquid scintillators are the
best option for detecting fast neutrons due to their higher hydrogen content
and rapid response. The organic liquid scintillator ELJEN EJ301 (equivalent
to BC501A) has been selected for NEDA. This organic liquid and others, such
as BCbH37, have the advantage of having slight differences in the responses to
the different types of particles with which they interact [24], which facilitates
discrimination between them.
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Chapter 3. NEDA detector

Aromatic carbohydrates serve as the basis for organic liquid scintillators.
The luminescent process creates covalent chemical bonds when two or more p
orbitals from carbon atoms overlap. This overlapping leads to a delocalised
system characterised by two symmetric lobes separated by a nodal plane,
illustrated in Fig. 3.4 for the example of benzene.

Figure 3.4: Graphic representation of the delocalisation of electrons in
benzene. [32].

Referring to the energy levels of the m-electron, specifically the m-electrons
constituting the delocalised system, an examination of luminescence arising
from their energy transitions can be conducted. The ground state will be
denoted as Sy, the ionisation energy as I, and the excited states as S7, So,
Ss, ..., designated as singlet states. Additionally, the molecules may possess
lower-state energy levels, identified as triplets, labelled as Ty, 15, T3, along
with other vibrational states designated as Spi, So2 ..., S11, S11, and Tp1, To2
..., 171, associated with each singlet or triplet state. Three distinct forms of
light emission can be derived within this intricate framework. Fluorescence,
characterised as the swiftest decay mode, stems from transitions with decay
times ranging from 1 to 10 ns.

Phosphorescence involves light emission following an energetic transition
to a metastable triplet state, typically 77, resulting in 100 microseconds and
beyond decay. The last emission mode, delayed fluorescence, occurs when an
energetic transition returns to a singlet state after traversing a metastable
state. Typically induced by thermal effects, this transition exhibits a decay
time close to 1 microsecond. Figure 3.5 schematically illustrates the energy
levels of a m-electron.

The amalgamation of light decay modes in certain organic scintillators
yields a pulse characterised by summating exponential functions with distinct
time constants instead of a straightforward exponential light output response.
Consequently, the temporal output signal comprises two distinct components,
each ascribed to a distinct type of luminescent emission. The rapid component
is dictated by the prompt fluorescence decay time, approximately within the
range of a few nanoseconds. In contrast, the slow decay component predom-
inantly arises from delayed fluorescence, characterised by a decay time in the
hundreds of nanoseconds. This output signal produced by the organic scintil-
lator is conducted to a photomultiplier and converted into an electric signal
for processing in subsequent stages.
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Figure 3.5: Energy level diagram of an organic molecule with m-electron structure,
adapted from [33]. The singlet states with spin 0 are labelled S,; and the triplet
states of spin 1 are labelled T,;, where a indicates the excitation level and b indicates
the vibrational state of that level.

Photomultipliers

Photomultipliers (PM) or photomultiplier tubes (PMT) play a crucial role
in converting light into measurable electric signals, particularly in radiation
detectors coupled to scintillators. [34]. This coupling is favored due to the
PM'’s capability to transform a weak light signal, typically around hundreds
of photons, into a discernible current with minimal added noise. While newer
applications explore advancements like silicon photomultipliers (SiPM), par-
ticularly in medical physics for Positron-Emission Tomography (PET) [35],
photomultipliers continue to be the predominant choice for applications re-
quiring large surface areas.

The fundamental components of a PMT include a photocathode, multiple
dynodes, and an anode assembled within a vacuum tube. The photocathode
emits electrons when subjected to the photoelectric effect upon light impact.
These electrons traverse the set of dynodes towards the anode. The photo-
cathode connects to the most negative potential inside the tube, while the
anode links to the most positive potential. Each dynode connects to increas-
ingly positive voltages (V1, V2, ...V8), facilitating the acceleration of electrons
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Chapter 3. NEDA detector

from the photocathode to the anode.

Upon an electron release from the photocathode, electrons are attracted
to the more positive electric field of the first dynode, resulting in impact and
the release of additional electrons. This process repeats through subsequent
dynodes, with electrons gaining acceleration at each stage. Finally, a sub-
stantial quantity is collected when electrons reach the last dynode and the
anode. The ratio of electrons collected at the anode to those released from
the photocathode determines the photomultiplier gain, typically ranging from
10° to 10° in photomultiplier tubes. Figure 3.6 illustrates the mechanism of
electron collection in a photomultiplier and the specific potentials to which
the dynodes and anode are connected.

Incoming photon from scintillator
Window

Photocathode ﬁ Dynodes “ Anode f

Focusing
electrode

1 1
Voltage divider

— -

| Output meter
Power supply ¢

Figure 3.6: Photomultiplier schema and their electron drifting mechanism.

Regarding NEDA, a study was conducted to evaluate the optimal PMT
available in the market, focusing on its ability to effectively discriminate be-
tween neutron and gamma events and achieve precise timing. This research
was detailed in citation [36,37], and the Hamamatsu R11833-100 PMT with
a super bialkali photocathode was selected.

Neutron-gamma discrimination

As previously mentioned, although the main light generation comes from
the fast decay component, the slow component is crucial for analysing the pulse
shape. The physical basis that allows us to understand how discrimination is
carried out is based on how the energy of the receding particles is deposited in
the material. In order to determine the type of particle, the parameter dE/dx
is entered. In the case of gamma rays, a low dF/dz is obtained since they
interact mainly with the surrounding electrons, and the interaction causes the
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3.1. NEDA

electrons to recoil. The mechanism of elastic interaction between neutrons
and nucleons within the nucleus produces the emission of protons with higher
dE/dX than electrons. As a result, the electrical signal acquired by the types
of particles can be distinguished by their tail, as can be seen in Fig. 3.7.

10"
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Figure 3.7: Average waveform from 252Cf for neutrons and gammas in a
hydrocarbon-based plastic, normalised to the same electron-equivalent energy range.

In NEDA, the electrical signal in the photomultiplier is digitised and pro-
cessed by electronic systems (more in detail in section 3.1.3), and finally an
offline analysis is performed. The main objective of the analysis is to achieve
the best possible Neutron Gamma Discrimination (NGD). To do this, the NGD
is based on analysing the pulse shape and the Time-Of-Flight information.

On the one hand, the PSA (Pulse Shape Analysis) based on the CC
(Charge Comparison) method takes advantage of the difference in the shape of
the pulses to discriminate between neutrons and gammas. It mainly consists
of comparing two pulse regions and determining whether it is a neutron or a
gamma. This method establishes that the ratio between the integral on the
tail (named ”slow component”) and the integral covering the rising edge and
part of the damp after the peak (called ”fast integral”) defines a parameter to
discriminate between neutrons and gammas. When this parameter exceeds a
certain threshold, the particle is considered a neutron, and if the parameter is
less than the threshold, the particle is a gamma. As depicted in Fig. 3.8, after
performing the CC, we can see a distribution of events. Using a threshold in
the valley of the distribution makes it possible to distinguish between neutrons
and gamma rays.

On the other hand, the Time-of-Flight (TOF) technique is a valuable
method for determining the kinetic energy of travelling particles. The TOF
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Figure 3.8: Pulse-shape discrimination based on the charge comparison

method [38] measured with a NEDA detector using a 252Cf source. The ratio of the
light in the slow component of the digitised signal divided by the total light is shown

on the y axis as a function of the total light in keVee on the x axis [§].

technique involves measuring the time it takes for a particle to travel between

two fixed points with a known distance.

In NEDA, the TOF is measured

as the time difference between an external logical signal, e.g. the beam ra-
dio frequency signal (STOP), and the signal generated within the NEDA cell
(START). As Fig. 3.9 shows, gamma-rays travel at a speed close to the speed
of light, so their TOF is close to 0 ns. However, neutrons have a TOF between
approximately 30 and 40 ns.
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Figure 3.9: Measured Time-of-Flight distribution of pulses. The inset shows the
TOF distribution in logarithmic scale [38].
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3.1.2 NEDA construction

The NEDA project has been split into three distinct stages, each serving
a specific purpose. Initially, NEDA stage 0 aimed to modernise Neutron Wall
electronics by transitioning from analogue NIM modules to state-of-the-art
digital electronics utilising NUMEXO2.

The current NEDA Phase 1 is dedicated to integrating 90 detectors, form-
ing a synergy with the existing Neutron Wall infrastructure. This combina-
tion consists of 45 detectors from the Neutron Wall and an additional 45 from
NEDA, marking a significant expansion in detection capabilities. For NEDA
phase 2, the deployment of the complete 27 array, which comprises 355 detec-
tors. This phase represents the culmination of efforts to maximise coverage
and enhance detection efficiency.

In the future, a subsequent Phase 3 is envisioned to explore novel mate-
rials, advanced light readout systems, and the potential utilisation of highly
segmented neutron arrays. Figure 3.10 presents a schematic outlining these
phases, visually representing the project.

(a) Phase 0 (b) Phase 1 (c) Phase 2

Figure 3.10: (a) NUMEXO?2 digitiser + Neutron Wall. (b) Neutron Wall (blue) +
NEDA (green) + AGATA (multi-color). (¢) 355 NEDA detectors.

Currently, NEDA is in phase 1, working together with 45 NEDA cells, 45
Neutron Wall cells, AGATA and DIAMANT, as shown in Fig. 3.11.

Design of NEDA cells

Regarding the construction of each of the cells, the first studies focused on
the geometry and materials of each cell, improving the performance of Neu-
tron Wall. As it was previously described, several scintillators and PMTs were
investigated and characterised with the main objective of improving neutron
efficiency, timing and neutron-gamma discrimination (NGD). The final geom-
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Chapter 3. NEDA detector

DIAMANT Neutron Wall

Figure 3.11: NEDA + AGATA + Neutron Wall + DIAMANT structure.

etry chosen is shown in Fig. 3.12. The optimal depth studied is 20 cm [39].
The side length of the hexagon is 84 mm, which is suitable for the largest
photomultiplier tubes commonly available, with a diameter of 5 inches. The
resulting volume of each detector cell is 3.23 litres. The external structure is
made with an aluminium canning with a thickness of 3 mm, which is used to

provide sufficient mechanical stability.

__p00m™ _,

|— 84 mm—‘

A~ 6.25mm
Figure 3.12: Schematic picture and measures of the NEDA detector cell.
Due to its high reactivity to air, a precautionary measure was taken dur-

ing the assembly process. Before inserting the scintillator into each cell, the
cell is filled with argon gas, mirroring the procedure used for empty units.
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3.1. NEDA

Moreover, each cell is equipped with an expansion chamber designed to ac-
commodate temperature-induced liquid expansion, thereby mitigating the risk
of cell rupture. In order to optimise light transmission towards the PMT, the
inner surface of the chamber containing BC501-A is covered with reflective
paint. A cross-sectional view of a NEDA cell, with liquid scintillator BC501-A
coupled to a PMT, is illustrated in Fig. 3.13.

Figure 3.13: Scintillator coupled to a photomultiplier tube (PMT).

3.1.3 NEDA electronics

The electronics for data acquisition have focused on equipping the Neutron
Wall detector with new digital electronics, accommodating 45 detectors and
also integrating the 45 NEDA detector modules. In addition, this electronics
allows it to work together with AGATA and other detectors.

The electronic chain comprises several components [40]: single-ended to
differential modules [41], the NUMEXO2 (Numériseur pour EXOGAM) moth-
erboard, FADC Mezzanines [42], LINCO2 PCle readout interface [43], GTS
(Global Trigger and Synchronization) system [44], and workstations for data
acquisition and processing. Figure 4.2 shows the scheme of NEDA electronics
with single detector.

NEDA Single unit -

Workstation

50 x SHV
20 meters

Caen 5Y527

NIM Crate

Optical links

Figure 3.14: General scheme of NEDA electronics with single detector.
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Each detector module, powered from the CAEN module SY527, is read by
a single front-end electronics channel, extracting a current signal from the cor-
responding PMT. These signals pass through SEDIFF converter modules and
are sent via a 10 m cable to the NUMEXO?2 digitiser. Each SEDIFF module
handles 16 channels. Upon reaching NUMEXQO2, the digitiser incorporates 4
FADC Mezzanines with four channels each for A/D conversion at 200 Msps
with 14-bit resolution. Digital pre-processing takes place in the NUMEXO2
motherboard, utilising Field Programmable Gate Arrays (FPGAs) (Virtex-6
and Virtex-5) to manage readout and digital pre-processing for 16 channels. A
trigger algorithm, based on Charge Comparison, operates within the Virtex-
6 to optimise bandwidth by reducing gamma-ray events. Trigger requests,
primarily from neutrons, are then forwarded to the GTS for validation or re-
jection. The Virtex-5 includes a Power PC (PPC) embedded processor with
embedded Linux OS for Slow Control (SPI/I2C) and communication manage-
ment (TCP/IP, GTS leaf, PCle protocol).

For readout capabilities based on event window and count rate, each NU-
MEXO2 handles 400 MB/s (25MB/s), necessitating an optical link with a
minimal data rate of 3.2 Gbps per digitiser with an estimated digitiser power
consumption of &~ 100 W.
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The NUMEXO2 digitiser

The NUMEXQO2 digitiser, the heart of the NEDA front-end electronics, is
a collaborative design with EXOGAM2 [4]. This collaboration aims to opti-
mise both time and resources. This chapter details the main components of
the digitiser: the FADC mezzanines, the Virtex-6 and Virtex-5 FPGAs. The
design of the Virtex-6 has been deeply detailed as the firmware improvements
carried out in this thesis have been implemented in this FPGA.

4.1 Description of the NUMEXO2

NUMEZXO2, a crucial component in the EXOGAM?2 and NEDA electron-
ics, is responsible for digitising and pre-processing data for both detectors.
Despite the different objectives of these detectors and methodologies in terms
of radiation detection, NUMEXO?2 functionalities remain useful. These include
Analog-to-Digital (A/D) conversion, data pre-processing, interfacing with the
GTS system, and managing communication links for 16 channels.

The NUMEXO2 digitiser, shown in Fig. 4.1, comprises a motherboard
and a set of four FADC Mezzanines. The motherboard was developed by
the Group d’Acquisition pour la Physique (GAP) at the Grand Accélérateur
National d’Ions Lourds (GANIL) in Caen. The FADC Mezzanines developed
at the University of Valencia perform the A/D conversion for four channels.

One of key features of the NUMEXO?2 is its flexibility, which is attributed
to its use of digital electronics with programmable logic devices. This charac-
teristic allows for a common hardware basis, but with high-performance pro-
grammable devices that can implement various digital signal processing algo-
rithms. Specifically, NUMEXO2 includes two, at that time, high-performance
Field-Programmable Gate Arrays (FPGAs), a Virtex-6 and a Virtex-5 from
Xilinx.

Designed to fit into the NIM standard crate, NUMEXO2 receives its power
supply from the crate, which is then distributed to the rest of the electronics
within the digitiser, including the FADC Mezzanines. The system’s total
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(a) Frontal view of NUMEXO2.

(b) NUMEXO2 hardware.

Figure 4.1: Frontal and general view of NUMEXO?2.

power consumption is 100 W, which is equivalent to 6.25 W per channel (16
channels). The FADC Mezzanines consume 25 W of this total power. The
block diagram of NUMEXOQO2, as illustrated in Fig. 4.2, includes the FPGAs,
FADC Mezzanine, and communication links.
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== Slow control
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Figure 4.2: Block diagram of NUMEXO2 digitiser.
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Next, the characteristics and functionalities of the three main components
of the NUMEXO2: FADC Mezzanines, Virtex-6 and Virtex-5 are explained.
In some of the block diagrams used in this chapter, only the most important
blocks will be described.

4.2 The FADC Mezzanine

Four FADC Mezzanines manage the analog-to-digital conversion process
[42,45]. These Mezzanines are equipped with a set of 14-bit dual ADS62P49
FADCs, which operate at a sampling frequency of 200 Msps. This frequency
was chosen based on several factors, including the required bandwidth for the
signal (considering its 10 ns rise-time), the ability to recover precise timing
information during post-processing stages, and the need for compatibility with
the GTS system, which requires the use of an integer multiple of the main
clock frequency. Figure 4.3 shows the top and bottom view of a single FADC
Mezzanine.

(a) Top view (b) Bottom view

Figure 4.3: Top and bottom view of the hardware of the FADC Mezzanine.

The FADC Mezzanines are connected to the NUMEXO2 motherboard
via board-to-board connectors. These connectors carry the input and out-
put clocks from the FADC, differential parallel data lanes, control lines, and
power supply. A 100 MHz clock input from NUMEXO2 is supplied into a PLL
LMKO03001C to generate low-jitter 200MHz clocks. The analogue interface to
the input is facilitated using HDMI connectors and a series of analogue stages.
These stages are based on the AD8139 fully-differential amplifier and provide
input impedance matching, voltage matching at various gain settings (which
can be configured by adjusting resistors in a T-bridge voltage divider), and
first-order passive anti-aliasing filtering. The bandwidth of this filtering can
be modified to suit different applications by changing a capacitor. Figure 4.4
shows the different parts of the single mezzanine.

4.3 Virtex-6 design

The Virtex-6 XC6LX130T device is installed in the NUMEXO2 board.
Figure 4.5 shows the global scheme of the firmware implemented in this device.
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The global functionality consists of collecting the data from 16 channels of the
FADCs mezzanines, providing a trigger request based on the decision whether
the event acquired has neutron-like properties and organising the data from
all channels to be transmitted to the Virtex-5 using a fast link. The new
functionalities implemented in this thesis and described in chapters 5 and 6
have been added to this FPGA.

ISERDES DIGITAL SIGNAL DATA |
16 signals from 4 FADC . PROCESSING MANAGEMENT

Mezzanines. i e Header builder, Data
T Leadling edge, DCFD, ot

TOF, etc. e
m' Thak readout to V5, ete. 16-bit data
bus

SETUP REGISTERS
On-line parameters
control

Virtex6 XC6LX130T

Slow Control

Figure 4.5: Block diagram of Virtex-6 firmware.

Therefore, based on the block diagram from above, the functionality of the
main blocks is drafted in the following points:

e ISERDES. Input Serialisation/Deserialisation. The first block that data
passes through when entering the FPGA. As explained in subsection
4.3.1, it takes the multiplexed odd-even bits pairs and delivers process-
able raw data samples.

o Digital Signal Processing. 1t performs basic signal processing with blocks
such as leading edge, digital constant fraction discriminators, and trigger
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4.3. Virtex-6 design

request algorithms. The trigger request algorithm is intended to filter
the trigger requests to the GTS coming from gamma-rays.

e Data management. Since the fast link between Virtex-6 and Virtex-
5 allows only transmissions of a single event simultaneously, this IP
buffers and organises the traces from 16 channels before sending data
to Virtex-5.

o Setup registers. This allows the user to change the parameters of the
Virtex-6 online. Thanks to a registered server in Virtex-5, this control
interface can be performed.

4.3.1 ISERDES

The Virtex-6 data acquisition chain starts with a setup involving ISERDES
(serialisation/deserialisation data sub-blocks) to convert bit pairs into usable
serial samples. The differential input signals to the Virtex-6 come from the
FADC Mezzanines. Each FADC device contains 2 ADCs with two channels
per ADC. A single IP ISERDES is implemented to manage the data from each
ADC (2 channels). Figure 4.6 shows the diagram of the IP ISERDES and how
the input and output data look.

CHANNEL A
7 LVDS
pairs

14-bit samples

IP ISERDES

14-bit samples

CHANNEL B
7 LVDS T
pairs

Figure 4.6: ISERDES hardware block diagram

Each FADC Mezzanine output is distributed in 7 LVDS differential pairs,
in which each line contains multiplexed data from two consecutive bits, i.e.
line O carries the bits 0 and 1, line 1 carries the bits 2 and 3, and so on, where
the even bits are digitised during the rising-edge, and the odds on the falling
edge. At the Xilinx IP ISERDES block output, the data is reordered in 14-bit
samples. In total, 8 ISERDES IP blocks are implemented in the Virtex-6 to
manage the 16 acquisition channels.
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4.3.2 Digital Signal Processing

A dedicated architecture is designed in the Virtex-6 in order to satisfy the
NEDA requirements regarding digital signal processing, packaging and read-
out. This architecture, depicted in Fig. 4.7, has two main domains depending
on the clock. On the left side, in blue, the local processing uses the ADC
clock in order to perform digital signal processing locally for two channels
(even though only one has been shown), and, in orange, the readout interface
that requires a global clock in order to command the merging of all channels
during the packaging and readout (notice that final readout is performed inside
the Virtex-5 by driving the data to the PCle). Consequently, a clock domain
conversion block is required before the data packaging, which is shown in both
colours.
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Figure 4.7: Digital signal processing for a single channel and interaction with the
global readout. Blocks in blue refer to local processing, while orange refers to the
readout system clocked by the global clock.

The main blocks within the digital signal processing are described below.

Baseline restorer

The baseline restorer block eliminates the offset that can entail difficul-
ties in further processing stages. Given that the signals are fast, the offset
component can be calculated simply by applying a low-pass filter with very
low cut-off frequencies that would absorb the signal peaks. Then, the baseline
restorer subtracts this offset component. The filter used is the Exponential
Moving Average (EMA), which follows the following equation:
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4.3. Virtex-6 design

y(n) = yln — 1) +a(n) — 5 y(n— 1) (1)

Besides, a polarity control allows the signal to be changed sign controlled
by Slow Control, making signal processing and acquisition more versatile.

DCFD (Digital Constant Fraction Discriminator)

Commonly, constant fraction discriminators are used together with ZCO
(Zero cross-over) in high-energy and nuclear physics to provide a prompt trig-
ger signal without introducing time-walk problems. In NEDA, the DCFD is
also used to produce a starting signal to start the measure of the Time-of-
Flight. The DCFD output produces a bipolar-shaped signal provided by the
expression:

y(n) =k-z(n) —x(n —71cFD) (4.2)

where k is the DCFD factor < 1, and the DCFD delay named as torp,
given in number of samples. From the hardware implementation point of view,
the design contains the DCFD shaper that implements the equation mentioned
above and a ZCO detector used to catch the zero crossing. The output signal
produced from the ZCO detector is used as a START signal for the TDC block
and as an input for the NGD block.

Trigger request based on Charge Comparison

As explained in Section 3.1, CC is one of the algorithms used for offline
NGD, and this same algorithm has also been included in the NEDA firmware
to generate an online trigger request when the CC result is higher than the
threshold that determines whether the acquired event is accepted or not. In-
cluding this trigger request algorithm in the firmware reduces the counting rate
since many gamma rays are discarded. This processing block has the START
signal as input, selectable through Slow Control between START from Leading
Edge or from the output of DCFD. In addition, it also has inputs controllable
through Slow Control, the parameters A, B, and T. A is the number of samples
of the fast component, B is the number of samples of the slow component, and
T is the discrimination threshold parameter. As outputs, the results of the
two integrals are calculated, and a logical trigger signal is obtained if the CC
result is higher than the established threshold.

TDC

A Time-to-Digital Converter (TDC) is implemented to measure time in-
tervals with larger resolution than the main 100 MHz clock cycle. In this case,
it serves to obtain the time of flight of the particles. The TDC consists of a
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clock generator, common for all channels, and a set of oversampling counters
and FIFOs, implemented individually for each channel. The clock generator
takes an input of 100 MHz and generates two derived clocks at 300 MHz with
0° and 90° phases, respectively. These two clocks trigger an oversampling unit
that encodes the output value to be later counted. The 100 MHz clock is also
used to manage a small FIFO that stores the time measurements.

Supervisor system

A set of controllers based on FSM supervises the whole process between
the generation of the START signal (produced either by the leading edge or
the CFD) to delivering the final trigger to the data management block. The
motivation of such a design is due to the following factors:

e Some processes are not connected serially but in parallel. Therefore,
the processing time required by each of them must be supervised, lead-
ing to a set of possibilities depending on which block is faster. The
latency /processing time variability is due to the configuration of some
blocks.

o A trigger request with a fixed latency is required. For the reason men-
tioned above, an extra delay (programmable but fixed for all channels)
delivers the final trigger request after all processes end.

o Management of the parameters required to be inserted in the frame event.
Since different parameters are calculated at different times but need to be
delivered together, the FSM supervises the processes and is responsible
for joining each calculated parameter to the corresponding event.

4.3.3 Data management

Since simultaneous events must be captured from different channels, an
architecture to manage and coordinate the delivery to the Virtex-5 in the
correct order of arrival is implemented. Figure 4.8 shows the block diagram
of the designed architecture.

The system can be divided into two main parts: the first part gathers the 16
”Capture single channel” IPs and the data readout. This part would conform
to the data path, and it is in charge of storing temporally and selecting the
readout channel according to the arrival order of the events. A second part is
responsible for sorting the trigger request signals, whose corresponding blocks
are the trigger encoder and the readout FSM. The same order will be followed
during the readout based on the arrival of trigger requests. For instance, if
CH1, CH3, and CH6 are triggered in this order, then the readout controller
FSM unit delivers the waveform in the proper order: CH1, CH3, and CHG.
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Figure 4.8: General block diagram of the capture event to transmit data between
Virtex-6 and Virtex-5

Capture single channel IP

Each ” Capture single channel block” carries out the waveform storage for
a single channel, meaning that 16 identical blocks must be instantiated. Each
unit manages the writing operations when a new event produces a trigger.
Fig. 4.9 shows the block diagram of the capture single channel IP.

In addition to the fact that different acquisition channels can be active
simultaneously, consecutive events close in time can be acquired by the same
channel. This can result in a new event being acquired while an event is being
processed, which must also be processed. In order to handle these scenarios,
each capture single channel unit features three storage elements, implemented
as FIFO memories. This way, the goal of implementing the storage unit is to
capture new events even in case one of the FIFOs is being written when a new
event comes, even if other FIFOs are full or being read. If all FIFOs are full,
the system will only accept new traces once the memories are flushed out.

4.3.4 Setup Registers

Most of the parameters introduced during the digital signal processing part
and data readout can be changed externally by the user, requiring a control
interface and a set of registers to store them.

In NUMEXO2, the global Slow Control is carried from the control PC and
mapped mainly in the Virtex-5 register server. This register server contains the
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Figure 4.9: General block diagram of the capture event to transmit data between
Virtex-6 and Virtex-5

parameters for the whole NUMEXO?2, including Virtex-6, FADC Mezzanines,
Virtex-5 self-parameters, and the GTS leaf (inside Virtex-5), as well as some
external NUMEXO2 devices such as memories and the PLLs.

Regarding the Virtex-6, the register bank mapping is carried out using a
Slow Control SPI protocol between Virtex-6 and Virtex-5, where Virtex-5 (for
this case, the master device) bypasses the commands to the Virtex-6 using SPI
commands. Then, at the slave device, the Virtex-6 decodes the SPI commands
and sets all required parameters for global control and monitoring.

4.4 Virtex-5 design

The other programmable component integrated into NUMEXO2 is the
Virtex-5 FX70T device, which manages data reception from the Virtex-6 pro-
cessing. In contrast to the Virtex-6, the Virtex-5 design adopts a microprocessor-
centered approach, where various cores or peripherals are organised within a
bus structure. However, this arrangement does not mandate that all cores re-
spond directly to microprocessor commands. Specific modules, like the PCle
controller or ADC interface, autonomously handle data transfer without re-
quiring microprocessor intervention. Entities like the TCP/IP core, GTS leaf,
and SPI controllers rely on software instructions delivered through the PLB
central bus. Figure 4.10 shows the block diagram of the Virtex-5 design.

The following paragraphs describe the fundamental blocks in the Virtex-5
relevant to NEDA.
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Figure 4.10: Virtex-5 block diagram. Courtesy of GANIL

ADC Interface IP

The ADC interface block within NUMEXO2 serves as the receiver for
data from the Virtex-6. Its functions include collecting and unpacking data
frames from the Virtex-6, storing them in a buffer, and awaiting validation or
rejection of event data by the GTS leaf. Upon validation by the GTS, the leaf
appends the received timestamp. Subsequently, the ADC interface forwards
the timestamped to the output PCle.

PowerPC (PPC) and its peripherals

The Virtex-5 features a built-in hardware PowerPC (PPC) processor run-
ning an embedded Linux operating system, which efficiently handles the intri-
cacies of the TCP/IP protocol. This processor performs various tasks, includ-
ing configuring other components within the Virtex-5. These tasks enclose
managing Ethernet Gigabit settings, configuring PCle setup registers, set-
ting up the GTS leaf, coordinating with the Virtex-6 setup, handling FADC
Mezzanine SPI registers, B3 registers, external Flash (256 Mb), DDR (1 Gb)
memories, and a serial port for monitoring Linux OS boot status.

GTS leaf IP

Derived from AGATA, the GTS (General Trigger System) synchronises
digital multichannel systems and validates or rejects events. The GT'S system
is organised in a hierarchical tree structure, with the GTS leaf situated at
the lowest level. It is responsible for receiving and packaging trigger requests
from the Virtex-6 to the GTS system, including the tree and trigger processor
outside NUMEXO2. Each NUMEXO2 unit incorporates a single GTS leaf IP,
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which is optically connected to a GTS crate, capable of overseeing up to 16
channels.

PCI express IP

Within NUMEXO2, an optical link is integrated, housing 4 PCle Endpoint
lanes capable of achieving up to 3.2 Gbps (800 Mbps each). This configuration
aligns with NEDA specifications regarding data requirements. Within the
PCle driver lies a FIFO, serving to buffer data between the ADC interface
and the driver, ensuring smooth data flow and efficient processing.
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Chapter 5

Lossless data compression for
data acquisition

This chapter focuses on the study and development of a lossless compres-
sion method to reduce the necessary storage size and have the ability to increase
the counting rate in experiments. The study will focus on lossless compression
methods, as no loss of event information is desired. Regarding the develop-
ment, once the method is chosen, it will be implemented in Python using data
from experiments and testing the method’s validity for NEDA data. Subse-
quently, it will be implemented and tested in NUMEXOZ2.

5.1 Introduction

In recent years, data storage capacity and processing speed in electron-
ics and communication networks have increased. Moving to higher speeds is
a complicated task, particularly when the hardware cannot be modified, as
with NEDA’s electronics. In this environment, to achieve higher speed per-
formance, one must resort to techniques that allow to overcome the physical
deficiencies of the hardware. The most important technique in this regard is
data compression. Data compression is beneficial because the compression-
transmission process is faster than the transmission process without compres-
sion. Data compression is not only for data transmission but also for mass
storage. The need for storage is also rising beyond the possibility of increasing
the hard drives or memory expansion capacities. The motivation for applying
compression to data, is to reduce costs both in storage (less space is required)
and in data transmission (data are transmitted faster using the same band-
width). The price to be paid is some computational time to compress and
decompress the data [46]. Several methods and algorithms attempt to reduce
or eliminate redundant data to achieve data compression. They are classified
into two groups: lossy and lossless [47].
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e Lossy data compression methods discard some data to achieve a
smaller size. These methods can reduce the data quality, although it
is still possible to recreate the original data from the compressed data.
An example of lossy compression is JPEG image compression [48], which
discards some image information to achieve a smaller file size.

e Lossless data compression methods preserve all the data and recreate
the original data exactly from the compressed data. These methods
are often used for data transmission, where it is crucial to preserve the
integrity of the data. An example of lossless compression is Huffman
coding [49], which uses a codebook to replace common data patterns
with shorter codes.

In data transmission, lossless data compression methods are preferred to
ensure that the data transmitted is the same as the original data. This fact is
essential for applications where accuracy is critical, such as medical imaging,
scientific data, and financial transactions. By using lossless data compression
methods, data transmission can be faster and more efficient without sacrificing
the integrity of the data. In the case of NEDA experiments, it is essential to
maintain event information to analyse the waveform properly. Therefore, in
Section 5.2, different lossless data compression methods have been studied
and applied to choose the most suitable one and implement it in the existing
NUMEXO2 firmware. For the choice of method, some design aspects taken
into account are described below.

5.1.1 Implementation considerations for data compression in
NUMEXO2

First, the reading capabilities of NUMEXO2 in NEDA experiments must
be analysed. When performing experiments with high-intensity ion beams, the
counting rate has been set to 50 kHz, and the number of channels NUMEXO?2
works with is 16 [40]. On the other hand, the trace of each event has a size of
256 samples, and each sample is 2 bytes, so the total size of each trace is 512
bytes. With this information, the maximum acquisition bandwidth (BW) can
be determined with the following expression:

BW = Bytes per Trace x Counting rate X Ny,
BW =516 Bytes x 50 kHz x 16 Channels = 409.6M B/ s

Therefore, if the number of bits required for the trace of each event can be
reduced, the counting rate could be increased without exceeding the maximum
rate of 409.6MB/s.

Another aspect to consider is where the compression method is imple-
mented, either in the Virtex-6 or in the Virtex-5. Since Virtex-6 is first in the
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acquisition chain, it has been decided to implement the compression block in
this device. In this way, the transmission of an event between Virtex-6 and
Virtex-5 will be faster as fewer bits will be transmitted for each event. Thus,
it is necessary to know the resources available in Virtex-6 to implement new
functionalities. The following figure shows the resources already used for the
rest of the firmware:

I Device v values) [ e}
Logic Utilization Used Available Utilization |
Mumber of Slice Registers 48882 160000 30%|
Mumber of Slice LUTs 53224 BOODD 6E%|
Mumber of fully used LUT-FF pairs 25242 TEBE4 32%
Murmiber of bondad 10Bs 56/ 60D 9%
MNumber of Block RAMFIFD B3 264 32%|
Number of BUFG/BUFGCTRLS | 25| 32 78%|

Figure 5.1: Resources used in the FPGA without compression method included.

As can be seen, some of the resources are used more than 60% (LUT is 66%
and BUFG is 78%). Therefore, the compression method should be designed
to consume minimal resources. This will enable the implementation of the
current design and accommodate potential future modifications.

It is also important to consider the actual data structure. In the case of
NEDA acquisition, the Header cannot be modified, so the compression will
focus on only reducing the size in bytes of the trace of each event. Therefore,
the data compression method shall compress the event trace but keep the size
of the Header of each event, as shown in the following figure:

Not compressed — s
oo Hoader

11 blocks of 32bits 12B blocks of 32bits 32 bits

Compressed event

11 blocks of 32bits X blocks of 32bits 32 bits

Figure 5.2: Example one event compressed where X is smaller than 128.

Finally, the compression ratio and space-saving, defined in Eqs. (5.2)
and (5.3), will also be considered when choosing the appropriate compression
method.

. ) Uncompressed Size
Compression Ratio =

(5.2)

Compressed Size

C d Si
Space Saving =1 — OMPTessed o1z

5.3
Uncompressed Size (5:3)

Different compression methods are then studied to find the most suitable
one to compress each event trace, looking for the best compromise between
compression capacity and low resource consumption.
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5.2 Lossless compression methods

Throughout history, many lossless compression methods have already been

developed for engineering, computer science and physics [50]. Given the limi-
tations of NEDA electronics, some of the most commonly used simple methods
have been analysed and applied ad-hoc for NEDA in order to assess their suit-
ability.
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¢ Run-Length Encoding (RLE)

RLE is a simple lossless data compression algorithm that replaces re-
peated data sequences with a single value and a count of the number of
times it occurs. It was developed to transmit analogue television signals
in 1967 [51], and 1983, run-length encoding was patented by Hitachi [52].
RLE is particularly effective for compressing data that contains long runs
of repeated values, such as simple images or audio files with silence. As
shown in Fig. 5.3, in RLE, the input is split into runs of identical values,
and each run is replaced with a code that consists of the value and the
length of the run. The resulting compressed data can be stored using
fewer bits than the original, resulting in a smaller file size. The advan-
tage of this method is that it is easy to implement and is often used in
real-time data transmission and low-bandwidth storage applications.

Originaldata | A|A|A|B|B|C|C|C]|C

i

Run-Length Encoding

Compresseddata | 3 |A |2 | B |4 ]|C

Figure 5.3: Example Run-Length Encoding.

This method has been implemented on 1,000 traces acquired with NEDA
obtaining, on average, a compression ratio of 1.09, saving 8.3% space.
This low compression ratio is because, in the baseline, few values are
repeated contiguously.

Huffman coding

Huffman coding is a method proposed in 1952 by David Huffman [49].
The idea behind Huffman coding is to assign the shortest possible bi-
nary codes to those symbols that occur most frequently in the data. By
contrast, infrequently occurring symbols will be assigned binary codes
of greater length. Huffman’s coding method provides the optimised as-
signment rule, which is uniquely decodable. The following example il-
lustrates this method.
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Lossless compression methods

— Exzample:
Consider a dataset consisting of 6 numbers X; where 1 <=1 <= 6,
with probability of occurrence of 0.1, 0.3, 0.2, 0.2, 0.1, 0.1, respec-
tively.
Subsequently, applying the Huffman coding method [53], the tree
in the figure 5.4, and table 5.1 with assigned codes is obtained.

0— X,=00
Number Probability Code
0 < 5 0= X, =010 X 0.1 010
1—+ X, =011 X5 0.3 10
*id X3 0.2 111
0 X,=10
Xy 0.2 00
1 < 0—+ X, =110 X5 0.1 011
1
1— X, =111 X 0.1 110
Figure 5.4: Example Huffman tree. Table 5.1: Example of Huffman

code assignment

If a fixed size is taken for all numbers, at least 3 bits are needed
for each one. In contrast, with the Huffman method, the average
size of this code is 0.1x3 + 0.3x2 + 0.2x3 + 0.2x2 4+ 0.1x3 +
0.1x3 = 2.5 bits for each number. Once the code is obtained, it is
possible to encode and decode. For example, the following string
of encoded numbers 10111011 is decoded as X2 X5X5, obtaining, in
this case, a compression ratio of 1.286 and saving 22.22% of space.

The same process was applied to a trace obtained with one of the NEDA
detectors. Figure 5.5 shows the Huffman tree obtained and Table 5.2
shows the Huffman assignment.

Without compression, 3712 bits are used for each trace (232 samples *
16 bits/sample). In the case of the coded event, the trace would need
3296 bits. This results in a compression ratio of 1.13 and a space-saving
of 11.21%.

In order to apply this method to NEDA data, it would be necessary
to generate a Huffman tree for each event and transmit its assignment.
This information must also be sent for each event so the size of the event
will increase and the compression ratio will be reduced. In addition, this
new information must be included in the event header, but the size of
the header cannot be increased, as mentioned above.
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Number Code
0 00011
0 -+ 3=0000 1 10
0 1 0 9= 00010 2 00101
1— 0=00011
0 - 3 0000
0 0— 7=00100
1 0 1--2=00101 4 01
1--5=0on ) 0011
1-4=01 6 110
0—~1=10 7 00100
1 l 0-—+6=10 8 111
1--8=111
9 00010
Figure 5.5: Example Huffman tree for Table 5.2: Example of
NEDA event. Huffman code assignment

for NEDA event

e Dictionary methods

Dictionary-based methods use the principle of replacing data strings
with codewords that identify that string within a dictionary. Three
dictionary-based methods can be differentiated into dynamic (Sliding
Window Algorithms) and static. All of them are based on the algorithm
developed and published by Abraham Lempel and Jacob Ziv [54] and
are widely used in different file compression formats, such as ZIP and

RAR.

The main dynamic algorithm is the LZ77 [54] which introduced the con-
cept of ’sliding window’, which is based on finding if the character se-
quence currently being compressed has already occurred earlier in the
input data. If the same sequence is found, instead of repeating it, it is
replaced by a pointer.

Static dictionary methods create a dictionary from the first reading of
the data. In compression, when they encounter a phrase already present
in the dictionary, they output the index number of the phrase in the
dictionary. The most commonly used static methods are LZ78 [55] and
LZW [56].

Compression of the same NEDA event used above has been done with the
LZW algorithm to check the compression ratio obtained and the saved
space. The compression ratio obtained is 1.25, and the space saved is
20.15%. Although the space saved increases comparing to the Huffman
method, sending extra information for each event is still necessary. This
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method is, therefore, also ruled out for implementation in NEDA data
acquisition.

¢ Differential encoding
Differential encoding or relative encoding [57] is a compression technique
that works by encoding the difference between successive data points in-
stead of encoding the absolute values of each data point. This technique
is handy for compressing data with a high correlation between adjacent
samples.

The basic idea of differential encoding is subtracting the previous sample
from the current sample to obtain the difference between them. In order
to decode the differentially coded data, the original sample is recon-
structed by adding the encoded difference to the previous sample. This
process can be repeated for each sample in the sequence, reproducing
the original data. Based on this concept C.Chapin Cutler in 1952 [5§],
developed the DPCM (Differential Pulse-Code Modulation), which has
been used for voice, image and audio transmission.

One of the advantages of differential encoding is that it can be imple-
mented very efficiently using simple arithmetic operations. This advan-
tage makes it particularly well-suited for real-time applications, where
low latency and low computational overhead are essential considerations.

Based on this method, two different compression methods (Differential
coding with variable number of bits and Differential coding with fixed
number of bits), implemented ad-hoc for NEDA data, based on differen-
tial encoding were proposed.

— Differential coding with variable number of bits

In the protocol established in the NEDA acquisition chain, once
the signal has been digitised, each sample of the acquired signal is
transmitted in 16 bits. The Differential coding with variable num-
ber of bits method proposes keeping the value and size at the first
sample and recording the differences between successive samples
with the minimum number of bits possible. In addition, since the
differences can be negative or positive, an extra bit is added. Figure
5.6 shows how this method works and Fig. 5.7 how it is applied to
the same event used with the previous methods.

Applying this method, the compression ratio of 3.93 and the space-
saving of 74.57% have been obtained. However, sending the number
of bits necessary for each sample would also be necessary to decom-
press this event. If this method were implemented, the number of
bits required for each sample could be sent after each. Adding this
information, the compression ratio is reduced to 1.32, achieving a
space-saving of 24.6%
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Not compressed ) .
samples S,— 16bits S, - 16bis S, — 16bits S, — 16bits
Compressed S _. 16bits S,y XS o o
samples 0

Figure 5.6: Schema Differential coding with variable number of bits where X, Z,
and Y are less than or equal to 16.

Not compressed | 14861, 16bits | 14866, 16bits | 14865, 16bits | 14864, 16bits ‘

RAVAY

Compressed | 14861 . 16bits #
s ‘ 5. 4bits | -1, 2bits | -1, 2bils

Figure 5.7: Example of Differential coding with variable number of bits in the first
samples in a real trace.

— Differential coding with fixed number of bits
This is an ad-hoc method for NEDA based on the above method.
This new method, instead of storing each sample in as few bits
as possible, a study of the signals is conducted to assess whether
assigning a fixed number of bits to store the samples in differences
is possible. In this way, it would not be necessary to send with the
sample the number of bits needed to store it, as is the case using
the Differential coding with variable number of bits.

In order to evaluate this method, the same event has been taken
as in the previous methods. Figure 5.8 shows the signal’s shape,
where it is possible to choose to use 8 bits in the flattest areas of the
trace and 16 bits in the peak and tail, except for the first sample,
which is kept uncompressed for reference.

Considering the samples chosen to compress to 8 bits (1-40 and
100-232) and the samples to compress to 16 bits (41-99), we obtain
a ratio of 1.6 and a space-saving of 37.5%. Of course, these results
will depend on the samples selected. This method achieves a better
compression ratio than the Differential coding with variable number
of bits because it has the advantage that it is unnecessary to send
information on the size of each sample as it is chosen beforehand.
On the other hand, as mentioned above, it is necessary to make a
previous study of the signals to choose the number of bits in each
section of the signals.

The Differential coding with fixed number of bits does not require sending
extra information and achieves higher compression ratio than the Differential
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Figure 5.8: Example of Differential coding with fixed number of bits.

coding with variable number of bits and the RLE method. So, this method has
been chosen to study its viability using Python and, if feasible, to implement
it in the NEDA firmware.

5.3 Python implementation

In addition to the Differential coding with fixed number of bits method, a
variant of this one has been proposed for implementation in Python. As previ-
ously mentioned, in the Differential coding with fixed number of bits method
the difference between successive samples is calculated. This newly proposed
method consists of taking the first sample as a reference and calculating the
difference between the reference sample and the rest. This variant will require
a lower computational load since it does not require updating the reference
sample in each cycle.

In order to check the feasibility of both variants of the method for NEDA
signals, it is necessary to study the number of bits needed to store the samples
in the different sections of the signals: initial baseline, pulse (peak and tail),
and final baseline. The baseline sections are where it will be possible to get
the most compression, so the noise contribution in the baseline is crucial. To
know the baseline noise of the signals, the noise level has been calculated with
signals acquired by NEDA. Figure 5.9 shows the baseline noise acquired in
10,000 signals with NEDA at HIL (Heavy Ion Laboratory). Taking the highest
and lowest value and taking into account the configuration and characteristics
of the FADC (resolution of 14 bits, at 2 Vpp [59]), the maximum noise level
is 6.5 mVpp.

The two variants of the method have been subjected to 10,000 signals
generated with the Desktop Digital Detector Emulator DT5800D [60], with
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Figure 5.9: Baseline noise of 6.5 mVpp in a data acquisition at HIL.

10 mVpp of noise at the baseline. These signals were then compressed, and the
minimum number of bits required for each compressed sample was determined,
including the sign bit. The following figures show, for each variant, the number
of bits required in each sample and the frequency with which each value is

repeated.

16

10%

Bits

100 150
Samples in differences

Figure 5.10: Number of bits required for the difference between consecutive
samples.

As it can be seen, in Fig. 5.10 and 5.11, the number of bits needed in both

variants initial and final baseline is 8 bits. Although in the case we take the
difference between samples, in some moments, will only need 7 bits, the size

46



5.3. Python implementation

16
14 I
10%
12
10 |
' 10

10"

Bits
®

100 150
Samples in differences

Figure 5.11: Number of bits required for the difference with the first sample.

will be 8 bits since it is the maximum necessary for that section of the signal.
In the pulse section, the number of bits required is a maximum of 14 bits for
the case ”difference with the reference” and 13 for the case ”difference between
consecutive samples”. Instead, since the data must be packed in 16-bit blocks,
even if the maximum is less than 16 bits, it must be stored in 16 bits. Since 16
bits is the number of bits uncompressed samples have, this part of the signal
will be left uncompressed to ensure signal integrity in the pulse.

Once we had analysed the number of bits needed and which variants to use
in the compression method, a script was developed to perform the compression
with the chosen method.

The compression software developed in Python was emulated the data
processing in Virtex-6. The basic schematic of the compression software is
shown in Figure 5.12. The Virtex-6 receives digitised signals, where each
sample comprises 16 bits. Subsequently, the difference between all baseline
samples and the reference was calculated. Then they were packed into 16-bit
blocks to comply with the communication protocol.

Since in different experiments, the start of the pulse as well as the size of
the pulses can change, two parameters were added: the sample up to which
we use the compression method before the start of the pulse and the sample
from which apply the compression after the end of the pulse to the end of
the signal. These parameters can be controlled in the FPGA through Slow
Control.

The compression method has been tested using the same set of signals.
With the same compression parameters (30 and 120), a compression ratio
1.44 is obtained (30% saved). Higher compression ratios can be achieved by
using higher values for the first parameter and smaller values for the second.
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Figure 5.12: Outline of the basic concept of data compression.

For example, 32 and 100 could be used for this set of signals, obtaining a
compression ratio 1.54 and saving 35%. After storing the compressed events,
they have been successfully decompressed without loss.

These results confirm that the Fixed sample size differential coding method
using the first sample as a reference is viable for compressing NEDA signals;
thus, the next step is implementing this method in NUMEXO2.

5.4 Firmware implementation

Implementing the data compression in the firmware requires choosing the
optimal location to develop the compression method on the NUMEXO2. As
previously mentioned, the compression firmware has been developed for the
Virtex-6 FPGA, as it is the first FPGA where the data arrives. Thus, the
transmission of compressed signals from Virtex-6 to Virtex-5 will be faster
than that of uncompressed signals. Within the Virtex-6, it has been necessary
to analyse the existing firmware Fig. 4.7 to place this block so that it affects
the existing firmware as little as possible. As seen in section 4.3.3, an indi-
vidual ” Capture Single Channel” block per channel has been dedicated within
the readout architecture since simultaneous events must be caught. Taking
advantage of this architecture, the compression block has been added within
this block.

The Capture Single Channel block coordinates the arrival of consecutive
events with the Control Multiplexer. This multiplexer manages the events so
that if a new event arrives while a previous event is being processed, i.e. the
FIFO_A is not empty, it will be written to the FIFO_B. If FIFOs A and B are
busy, the new event is stored in FIFO_C.

In the new firmware, as depicted in Fig. 5.13, a modification has been
made where compression blocks are introduced following each FIFO. Under
the new configuration, if a new event arrives while the previous event is still
undergoing processing (including compression), the incoming event will be pro-
cessed in the subsequent acquisition block. If the first two acquisition blocks
are already occupied, the third one will be utilised. This revised architecture
allows compressing up to three consecutive events when needed.
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Figure 5.13: Compression blocks location and new design inside the Capture
Single Channel block

The Slow Control is used to control from outside the FPGA which sam-
ples must be compressed and which must not. If compression is enabled, the
data will pass through the compression block. Otherwise, they will go di-
rectly to the output multiplexer. In addition, the compression parameters
END _compression and START _compression will be inputs (from Slow Con-
trol) to the compression blocks to control the last compressed sample before
the pulse and the first sample to be compressed after the pulse.

Finally, if the event has been compressed, the trace is stored in the output
FIFO, and the output multiplexer is in charge of managing the event to be
output from the ” Capture Single Channel” block.

Regarding the compression blocks, they consists mainly of three intercon-
nected FSM (Finite-State Machines), creating a processing pipeline to optimise
execution time. This technique allows multiple samples to be processed per
clock cycle. In the following, the operation of the state machines is described
in detail.

e Differences FSM: The first state machine, shown in Fig. 5.14, calcu-
lates the differences between each sample of the trace and the reference
sample. In the implementation of this method in Python, the first sample
has been used as a reference, but in the case of the firmware implemen-
tation, it has been decided not to compress the second sample either and
to take this one as a reference. Thus, the first two samples (even and
odd) are treated and transmitted in the same way.

In this FSM, the input samples come from the FIFOs of the Cap-
ture Waveform block. Thus, the odd and even samples are received
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in parallel. The FSM has three states: INIT, FIRST_SAMPLES, and
DIFF_SAMPLES.

— The input signals (sample_diff0-in_sig, sample_diff1_in_sig) are set

to zero in the INIT state. If the write_in signal (readout enabling
signal) is asserted and the enable_comp (compression enabled by
Slow Control) signal is asserted, the state machine transitions to

the FIRST_SAMPLES state.

In the FIRST_SAMPLES state, the first samples of the (Sam-
ple0_in_sig and Samplel_in_sig) are copied to Sample_0_diff_sig and
Sample_1_diff_sig without calculating the difference. This is because
the first sample of Samplel_in_sig will be taken as a reference to cal-
culate the differences. For this purpose, the Sample_1_diff_sig signal
is copied to the Sample_ref signal and remains as a reference sam-
ple. The state machine then transitions to the DIFF_SAMPLES
state.

In the DIFF_SAMPLES state, the difference between the current
(Sample0_in_sig and Samplel_in_sig) and reference samples (Sam-
ple_ref) is calculated and the results sent to Sample_0_diff-sig and
Sample_1_diff_sig provided that these are within the compression
sections. The difference is calculated whenever the state of pack_sta-
te is not SAMPLES peak. In this case, the signals are copied di-
rectly, from Sample0_in_sig and Samplel_in_sig to Sample0_in_sig
and Sample_1_diff sig. Finally, when the write_in signal is de-
asserted, the state machine returns to the INIT state.

Figure 5.15 shows an example of a chronogram of operation of this FSM,
where Sample0_in_signal and Samplel_in_signal are the inputs and, Sam-
ple_0_diff sig and Sample_1_diff_sig are the outputs with the samples in
differential format. The output signals are stored in two FIFOs, one for
even and one for odd samples.

Differences_state

~

/ enable_compression = ‘1’ \

write_in ='1" and

write_in =0
FIRST_SAMPLES

L DIFF_SAMPLES J

Figure 5.14: Differences FSM performs the calculation of the difference between
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Cycle | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | B8 | 9
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Figure 5.15: Example of initial cycles of Differences FSM.

e Control FSM: This FSM, shown in Fig. 5.16, uses counters to control
which sections of the input signal are to be compressed and which re-
main uncompressed. By Slow Control, it is selected from which sample
of the trace the compression is stopped (END_compress) and from which
sample the compression is resumed after the pulse (START _compress).
These two values are used as inputs in this FSM. When the acquisition
reaches the sample number corresponding to the value of END_compress,
the samples are no longer compressed. On the other hand, the compres-
sion starts again when the sample number is equal to the value selected
for (START compress). Finally, once the write_in signal is deactivated,
the state machine goes back to the INIT state.

Pack_state

/-- write_in = "1 -\'.

sample_END_compress

cnt_compress

/

write_in =0 /

Figure 5.16: Control FSM controls the compression and non-compression sections.

e Joining FSM: This FSM, shown in Fig. 5.17 receives the sample_diff0-
_in_sig and sample_diff1_in_sig signals and concatenates the lowest 8 bits
of each signal. The result of this union is sent to the SAMPLEO_out_sig,
and SAMPLE1_out_sig signals alternately and stored in two output FI-
FOs.
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Join_state

~

Pack_state = FIRST _SAMPLE

Y
READING_NO_COMPRESSION

Pack_state = NOT (SAMPLES_peak)
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Pack state = SAMPLES peak

Pack_state = SAMPLES peak

JOIN_B JOIN_A

empty_fifo_even="1'

empty_fifo_even="1"

READING_OUT

emptyD_out = '1' and
emptyl out="1'

/

Figure 5.17: Joining FSM performs the merging of two consecutive samples (even
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and odd).

In this way, the signals are joined together and ready for reading out.
FEach FSM state is detailed below:

— In the START state, when current_state is equal to FIRST, the
FSM transitions to the READING_NO_COMPRESSION state.

— During the READING _NO_COMPRESSION state, the sample_diff-
0_in_sig and sample_diff1_in_sig signals are copied into SAMPLEQ._-
out_sig and SAMPLFE1_out_sig without performing compression as
they are samples that are not in differential format. It happens
with the first signal sample and as long as the pack_state is the same
SAMPLES _PEAK. Otherwise, the FSM transitions to the JOIN_A
state and writing to the output FIFO is enabled.

— In the JOIN_A state, the lowest 8 bits of sample_diff0_in_sig and
sample_diff1_in_sig are also concatenated and copied into SAM-
PLEO_out_sig. Then, the FSM transitions to the JOIN_B state,
and the reading of the output FIFO’s is disabled. On the other
hand, if the pack_state is equal to SAMPLES _peak, the FSM transi-
tions to the READING_NO_COM-PRESSION state. Finally, if the
pack_state is equal to INITIAL, the FSM switches to the READ-
ING_OUT state.

— In the JOIN_B state, the same compression process is performed
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as in JOIN_A, but the data are copied to SAMPLFE1 _out_sig. Also,
if the pack_sta-te is equal to SAMPLES peak, the FSM transitions
to the READING_NO_ COMPRESSION state. Instead, when the
FSM transitions to the JOIN_A state, the reading of the output FI-
FOs is enabled to save the samples in the next cycle. Furthermore,
as in the JOIN_A state, if pack_state is equal to INITIAL, the FSM
switches to the READING_OUT state.

— Finally, in the READING_OUT state, the output reading of the
compressed signal is performed. The reading starts from the first
cycle and keeps enabled until the FIFOs are empty (empty0_out =
"1 and emptyl_out =’1"). So when both empty0_out and emptyl_out
signals are asserted, the FSM transitions to the START state.

Figure 5.18 shows the first cycles of the state machine. It includes the input
signals in differential format and the output signals in compressed format,
where the lowest 8 bits of the odd and even signal have been taken. In addition,
the write signal in the output FIFO is shown. This signal is enabled when four
samples (64 bits) are compressed and sent to the output signals occupying half
of the bits (32 bits).

Cycle | 4] | 4 2 | ] 4 | 5 & | rd 8 | 9
* Clock (100Mhz) | 1 — L
+ Sampled_diff_sig (\ 0000 oF )\ 073 /\( T T ozA :
» Samplel_diff_sig < o0n 033 },( ( Y IEFR ¢ D03t \
* JOIN_FSM_STATE START W vo cowPy” soma X some X Jona X o X oA K JONB X JoiRA )
« Sampled_joined <—_ 000 X oaD1 )( FEFT >< 2314 ,v( F1al

= Write_FIFD_0_out [ [ | I ] l

+ Samplel_joined <’ 0000 __ ,;< (--‘;];_-.‘ )\/_ 2F33 >(’L FAFC \)( aCnA |
|
[

+ Write_FIFO_1_in i | | 1 | l

Figure 5.18: Example of initial cycles of Joining FSM.

As shown in the figure Fig. 5.19, the Differences and Joining FSMs are
interconnected, creating a pipelining to work simultaneously with consecutive
samples in different compression phases. For example, in the third cycle, the
differences between samples 4 and 5, and the reference, are calculated by ob-
taining samples 4 and 5 in differential mode (SAMPLE4’) and (SAMPLE5’).
Meanwhile, in the same cycle, samples 2’ and 3’ (already in differential mode)
of 16 bits each are being joined into a single 16-bit signal composed of SAM-
PLE2” and SAMPLE3” of 8 bits.

Although the compression time of two samples is only 2 cycles (10ns),
from the time they arrive at the compression module until they are com-
pressed into 16 bits, it is not until the entire trace of the signal is compressed,
that it can be read out. For this reason, it is interesting to calculate the dif-
ference in processing time between sending an uncompressed or compressed
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Figure 5.19: First cycles of all state machines.

trace. The uncompressed processing time, up to the moment when the read-
out is started, is 1.3us. In contrast, the compressed processing, with the pa-
rameters END_compression = 32 and START _compression = 100 have been
taken, thus compressing 178 samples, achieving 35% reduction, and needing
a total processing time of 2.66 us. So the difference between compressing
and not compressing is 1.36 us. Using other parameters, for example, with
END _compression = 36 and START _compression = 90, 202 samples are com-
pressed and reduced 35% in size, needing the same processing time, 2.66 us.
Thus the processing time to readout is always the same regardless of the re-
duced size in the compression.

As just discussed, the processing time increases with compression, as men-
tioned at the beginning of this section, so three compression blocks have been
included in each channel. With this architecture, if the first block is busy and
a new event arrives, it can be processed in the second block. If both are busy
and an event arrives, it will be processed in a third block.

Finally, it should be noted that this compression method is not prepared
to compress events that contain pile-up signals. Hence, if during the time
window of the pulse, 1.28 us (256 samples), another ZCO is detected in the
DCFD block, this event shall be sent uncompressed.

Regarding the implementation, the total resources used in the firmware,
including the compression modules, are shown in Fig. 5.21. Compared to the
resources used without the compression modules, the resource usage has risen
by 7.66%, and none of the individual, shown in Fig. 5.21, resources exceeds
90%. In addition, the complete design is available in detail in the following
repository: https://github.com/jmdeltoro/trace_compression_NEDA

5.5 Test and results

Once the firmware was developed, the setup shown in Fig. 5.21 was used to
compress, store, reconstruct, and check that they were correctly reconstructed
without distorting the original signals.
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Logie Utilization | Used Available | Utilization
Mumber of Slice Registers | 58837 160000 3?%5
Mumber of Slice LUTs | 67963 auouu' Ea%i
Number of fully used LUT-FF pairs | 33659 94241 35%5
Number of bonded 1085 | 56| 600, a3
Mumber of Block RAMFIFO | 133 264 50%|
|Number of BUFGBUFGCTALS | 25 2| 8%

Figure 5.20: Table of resources needed by adding the 3 compression blocks per
channel.

The compression tests were carried out using a Desktop Digital Detec-
tor Emulator DT5800D. With this emulator, it is possible to provide gamma
and neutron signals with the same characteristics as those from a real NEDA
detector. It also gives the possibility to add different levels of noise in the
baseline, as well as pile-up signals. The emulator was connected to the PCB
to convert the single-ended to differential (SEDIFF) signals. After this signal
adaptation via HDMI, the signals are sent to the NUMEXO2, where signal
processing and compression are carried out. Finally, the signals are sent via
fibre optics to the server, where they are stored and reconstructed to check
the correct compression and decompression performance.

Configuration s 5
PC Acquisition

I: DT5800D =ERVER
! R - = SEDIFF NUMEX02

Figure 5.21: Chain acquisition.

The first test was carried out by performing a signal acquisition using the
parameters END_compression = 32 and START _compression = 140 for the
compression. These were selected via Slow Control from the configuration
PC.
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Figure 5.22: Acquisition with shifted events in decompression.
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After the acquisition and signal compression, decompression was performed
from the server to check that the signals were reconstructed correctly. It was
observed that some signals were displaced during decompression, modifying
the wave’s shape and generating noise in the baseline.

Having analysed the acquisition chain, the origin of the shift in decompres-
sion was detected. The effect was produced because the buffer the driver uses
for DMA (Direct Memory Access) of the PC server had a fixed size. When
it became full, it was emptied and started receiving again. This character-
istic generated that the size of each event did not fit with the size of DMA,
so cutting and shifting them. In order to avoid this effect, the DMA buffer
should be modified to adapt to the size of each event. This modification was
not within the scope of this thesis and will have to be done in the future.

Virtex 6
il i
140 mes of 32bits 140 blocks of 32hits
560 bytes 560 bytes
A .
i =S o {
[Header:  Trace: 256 samples | End  [[Header Trace: 256 samples
11 blocks 128 blocks of 32bits 32 hits 11 blocks 96 biocks of 32bits
of 32hits : of 32hits ]
128 blocks of 32bits 128 blocks of 32bits
512 bytes 512 Elyf-e‘i
A N ’ ;
Trace: 232 samples ~ End. [Header Trace: 256 samples’
116 blocks of 32bits 32 bits 11 plocks of G blocks of 32bits s
22 bit:
(a) Not compressed event (b) Compressed event

Figure 5.23: Comparison between compressed and uncompressed event.

Since the problem could be solved in the DMA, a firmware adjustment was
made to keep the event size the same by adding useless bits at the end of the
traces. In this way, the size of the events was maintained, but the traces were
compressed. Figure 5.23 figure shows an example of comparing a compressed
and an uncompressed event the compressed event is 512 Bytes to be able to
use the driver currently in use.

Although were unable to compress the events (Header + Trace + End), at
least, thanks to the compression, the samples that were discarded in Virtex-5
can now be kept. In addition to that, with this solution, it was possible to
compress the traces and perform different tests with gammas and neutrons by
varying the noise in the baseline and the rate.

First, the DT5800D emulator was configured with a constant rate of 10
kHz, with a noise level of 6.5 mV (the same level as that obtained with NEDA
acquisitions) and only gamma ray signals. An acquisition was performed by
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compressing the traces of each event and reconstructing them on the acqui-
sition server. Figure 5.24 shows the gamma ray signals after reconstruction.
Continuity is observed throughout the baseline, from which it can be deduced
that the compression had no effect on the baseline after compression and de-
compression.

[ hh
I Entries 7.32287e+07
18000 I Mean x 1275 —— 25000
C Mean y 1.48%a+04
|- Std Dev x 7i9
1500’0? Std Dev y 366.4
| —— 20000
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| 15000
12000 —
C 10000
10000 —
5 5000
8000 —
r 1 1 1 1 | s 1 1 1 1 .|.. 1 1 1 1 ...| . (i 1 1 1 ..| " 1 1 1 1 ===l
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Figure 5.24: Decompressed gamma ray signals with a constant rate of 10 kHz and
noise of 6.5 mV.

Secondly, the counting rate was maintained and the noise level was raised
to 9.7 mV. In addition, neutron type signals were added to the gamma rays.
As shown in Fig. 5.25, the baseline was continuous and the compression and
decompression had no effect on the acquisition.
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Figure 5.25: Decompressed signals neutron and gamma rays a constant rate of 10
kHz and noise of 9.7 mV.

Finally, to check how having a much higher baseline noise would affect the
acquisition, the baseline noise was raised to 19.5 mV. In this case, as shown
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in Fig. 5.26, a discontinuity was observed in the baseline. The noise in the
compressed sections of the baseline is higher than expected. However, thanks
to the fact that the samples corresponding to the peak and tail of the pulse
are not compressed, these events could be analysed.
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Figure 5.26: Decompressed signals neutron and gamma rays a constant rate of 10
kHz and noise of 19.5 mV.

When the improvement in the DMA is finally achieved, the excess bytes
at the end of the traces can be removed. With this, the events will be reduced
in size at the Virtex-6 output, and the counting rate could be increased. Con-
sidering the parameters used in the last tests, the event traces are 396 bytes
instead of 512. So applying Eq. (5.1), the NUMEXO2 rate would be 316.8
MB/s. This means that using a NUMEXO2 of 409.6 MB/s, the counting rate
could increase the bandwidth up to 65 kHz.

5.6 Conclusions

In conclusion, the implementation of data compression in the NUMEXO2
firmware using the Fixed sample size differential coding method has been
carried out successfully. The goal of increasing the counting rate without
exceeding the maximum transmission rate of 409.6 MB/s has been achieved.
By reducing the number of bits required to represent the trace of each event,
the counting rate has the potential to be increased significantly.

Various compression methods were studied, including Run-Length Encod-
ing (RLE), Huffman coding, dictionary-based methods (LZ77, LZ78, LZW),
and differential coding. The Fixed sample size differential coding method
was selected as the most suitable for NEDA data compression. It achieved a
compression ratio of 1.6, saving 37.5% of space, which was superior to other
compression methods.
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The Python implementation of the chosen compression method confirmed
its feasibility, and subsequent tests using the Desktop Digital Detector Em-
ulator DT5800D validated its performance. The firmware implementation in
NUMEXO2, though not fully optimised due to DMA limitations, it demon-
strated the successful compressing and decompressing of traces.

Overall, the Fixed sample size differential coding method has proven to
be a viable and effective approach to data compression in NUMEXO2. Given
that the data compression method can compress event traces preserving data
integrity, the method optimises data transmission, making NUMEXO2 more
efficient and capable of higher counting rates in experiments. Future improve-
ments in DMA and event size reduction will likely lead to even more significant
gains in counting rates and overall performance.
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Chapter 6

Double Trigger condition
system

This chapter studies the effect of implementing a double trigger condition
system on data acquisition in NEDA. The system discussed here aims to im-
prove neutron acquisition while reducing the acquisition of gamma rays. The
firmware implemented, the tests performed, and analysis of the results obtained
are described in this chapter.

6.1 Introduction

The NEDA cells exhibit sensitivity to neutrons, X-rays, and gamma rays.
While shielding reduces X-ray interference, it proves impractical for higher en-
ergy gamma rays without compromising neutron detection efficiency. Gamma
rays detected by NEDA cab be classified in two types, prompt gamma rays
and uncorrelated gamma rays. The descriptions of these types are explained
below:

e Prompt gamma rays are gamma rays emitted immediately following
a nuclear reaction. They are typically emitted by atomic nuclei in an
excited state that decays to a lower-energy state, releasing the excess
energy.

e Uncorrelated gamma rays are gamma rays that have no direct causal
relationship with the nuclear reaction of the experiment. They can come
from several sources such as cosmic radiation, the de-excitation of ra-
dioactive nuclei, or the interaction of charged particles (such as protons,
alpha particles, or electrons) with matter. In nuclear physics experi-
ments, uncorrelated gamma rays can represent a background or noise
that needs to be considered when analysing data.
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Given this characteristic of the NEDA cells, developing techniques for
discriminating between gamma ray (prompt and uncorrelated) and neutron
events to determine the radiation’s type becomes essential. In NEDA, PSA
(Pulse-Shape Analysis) based on CC and TOF (Time-of-Flight) information
is used for NGD. Based on information from CC and TOF, it is possible to
classify the type of event. Figure 6.1 shows the selection of event types from
a data collection accepting all events.

| -_Ll_lllu_ll___. 1A

100 120 140 160 180 200 220 240
Time-Of-Flight (ns)

Figure 6.1: The black area encloses the neutrons, the red one the prompt gamma
rays, and the yellow one the uncorrelated gamma rays.

Although the most accurate analysis and discrimination is performed of-
fline, i.e., once the acquisition is made, from the front-end electronics, trigger
requests are restricted online by the trigger conditions to reduce the large
number of prompt and uncorrelated gamma rays that can be acquired. These
trigger conditions significantly increase the proportion of neutrons among all
acquired events.

In the first version of the NEDA electronics, the trigger method imple-
mented in the firmware at the level of the digital pre-processing was based
on the CC ratio. As previously mentioned, this method generates a trigger
based on the ratio between two values computed integrating two regions of
the signal, shown in Fig. 6.2: the fast component, containing the leading edge
and the beginning of the falling edge (a few samples after Constant Fraction
Discrimination (CFD) trigger), and the slow component, starting directly at
the end of the fast component and extending along the pulse. If the ratio is
above a certain threshold, the event is considered a neutron, whereas if it is
below, the signal is considered a gamma ray.

Using the CC method, it is possible to significantly reduce the number
of gamma rays accepted online. Figure 6.3 shows the events accepted online
using the CC as a trigger method.

However, this method can lose low-energy neutrons because the reduced
number of scintillation photons reduces the sensitivity of the CC method.
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Figure 6.3: Acquisition using CC as trigger.

In order to acquire low-energy neutrons and reduce the trigger requests, the
double trigger condition system was designed.

6.1.1 Double trigger concept and objective

The proposed double trigger condition system combines the CC ratio with
additional event information to accept low-energy neutrons while reducing
trigger requests. This additional information is the Time-of-Flight (TOF) of
each particle. With the TOF information, it is also possible to identify the
prompt gamma rays since their TOF is close to zero. In contrast, neutrons
have a greater TOF as shown in Fig. 6.1. For NEDA, TOF is measured
as the time difference between an external logical signal, such as the beam
radiofrequency signal (STOP), and the signal generated within the NEDA cell
(START).
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Figure 6.4: Schematic view of the TOF measurement concept for in-beam studies.

The introduction of this trigger method enables the use of two independent
trigger signals that can be combined to generate a final trigger. Firstly, low-
energy neutrons, undetectable by a system solely based on CC, can be captured
using an OR logic to combine both trigger signals. Secondly, these two signals
can be integrated with AND logic to decrease the high counting rate caused
by prompt gamma ray events.

Consequently, four trigger modes are implemented for NEDA experiments,
allowing the customisation of the trigger method for each experiment’s specific
objectives. The modes implemented are:

e CC mode: Only the trigger generated by CC is used;
e TOF mode: Only the trigger based on TOF is considered;

e AND mode: A trigger signal is generated when both methods generate
a trigger;

e OR mode: A trigger signal is generated when either of the two methods
generates a trigger.

This chapter aims to describe the implementation of this new functionality
in the NEDA front-end and study the impact of using each trigger mode after
performing offline analysis.

6.2 Firmware implementation

As mentioned in Chapter 4, the core component of NEDA electronics is
the NUMEXO2 digitiser [61], featuring a Virtex-6 FPGA (Field Programmable
Gate Array) and a Virtex-5 FPGA. The Virtex-5 interfaces with the Global
Trigger and Synchronization (GTS) [44] system and manages data readout
interfaces. The new double trigger condition system design is implemented
in the Virtex-6 FPGA, using the outputs of independently obtained trigger
signals as inputs. The NUMEXO2 digitiser has 16 acquisition channels, so
this new functionality was independently implemented to each channel. Figure
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6.2. Firmware implementation

6.5 shows the Virtex-6 firmware block diagram for a single channel, including
blocks for the two trigger methods and the newly added Double Trigger block.
During the implementation of this new functionality, particular attention was
given to optimising the code and minimising FPGA resource usage, as the
FPGA was already operating at 70% capacity.
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Figure 6.5: NUMEXO2 Virtex6 firmware blocks diagram including the newly
implemented Double Trigger block (green box) and the TDC Trigger block (purple
box). See text for details.

Following the signal path, the first firmware block focuses on baseline can-
cellation and polarity inversion (illustrated as the leftmost block in Fig. 6.5).
In this block, input samples come directly from the ADC mezzanines [59],
which digitise the detector signal at 200 Msps. Users can individually set the
offset baseline of each channel and signal polarity using dedicated registers.

At the output of this block, the baseline of the signal is subtracted, and
the digital pulse of the detector becomes positive, independent of the original
signal polarity. This processed pulse is then directed to three blocks: (1) the
Leading Edge, (2) the Digital Constant Fraction Discriminator (DCFD), and
(3) the trigger block based on Charge Comparison (CC).

The firmware detects the arrival of an event through two methods. The
first method is in the Leading Edge block, where a boolean output signal is
generated based on whether the input pulse exceeds a set threshold, indicat-
ing the presence of a pulse. The second method in the DCFD block performs
the standard constant-fraction discriminator operation with configurable at-
tenuation (K), delay, and threshold for each channel. From the DCFD, Zero-
CrossOver (ZCO) detection is used as a time reference signal, indicating the
pulse’s arrival.
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The same ZCO detection is used as a START signal for the TOF measure-
ment using a Time-to-Digital Converter (TDC) with the STOP coming from
the accelerator radio-frequency signal.

The CC-based trigger block analyses the signal generated in the detector
to distinguish between gamma rays and neutrons. The following operation
carries out this discrimination:

Trigger if: [, >4 - Iy (6.1)

Here, I represents the integral of the slow component of the input signal,
while ] 7 represents the integral of the fast component. The threshold param-
eter, d, which can be adjusted using Slow Control (as shown in Fig. 6.5),
determines when a signal is triggered. Additionally, the number of samples
used to compute the fast and slow components can be selected via Slow Con-
trol, and these are denoted by the o and [ values, respectively, as illustrated
in Fig. 6.5.

The TDC block measures the Time of Flight (TOF) between the Zero
Crossing Output (ZCO) signal and the external reference signal from the ac-
celerator’s radiofrequency to generate a TDC value. This value is processed in
the TOF Trigger block (shown in purple), where the trigger signal is activated
when the TDC value falls within a user-configurable range, defined by the
lower (tmin) and upper (tmqz) thresholds. Therefore the trigger is determined
using the following expression:

Trigger if :  tyrny < TDCvalue < tyrax (6.2)

The Double Trigger System block receives the trigger signals from the CC
and TOF trigger blocks. Finally, it generates the final trigger signal at the
output based on the trigger mode selected by the user.

Control parameters are integrated into the Slow Control system to man-
age the trigger modes and their respective thresholds effectively. These new
controls necessitate updating the firmware and the Slow Control script. The
architecture now supports the independent adjustment of trigger methods,
CC thresholds, and TOF thresholds for each channel, enhancing the system’s
versatility.

6.3 Functional test

The purpose of the functional test was to evaluate the performance of the
double trigger implementation by examining the firmware’s performance of the
trigger modes. Specifically, the test checked if, during the online acquisition,
the CC, TOF, AND, and OR trigger modes correctly discarded events that
fell outside and retained events within the set thresholds.
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6.3. Functional test

For this functional test, a 2°2Cf source was positioned between a BaF,
detector (with a diameter and length of 2.54 ¢cm) and a NEDA detector at
distances of 0.1 cm and 30 cm, respectively, as depicted in Fig. 6.6. 2°2Cf
presents the advantage of being a mixed field-radiation source with a broad
neutron energy distribution similar to the one observed in fusion evaporation
reactions.

Anode BaF Anode
CFD A
Phillips i
715
CFD
Phillips
| 715
L SEDIFF
HDMI
=
o | — y Optical Fib
7 C IDer
. Coinc. STOP .| NUMEXO2 |
~|L3soms [ = Lecroy l
DT Model 465 F Er_l_a_e_r_n_eltj —

T Ey v
; 210 ns Logic = ==
F 210 ns]J dela » ' ' .JJ’[ fa
y FIFO |! F N
< /

PC Control

Figure 6.6: Test bench for the double trigger functional test.

In the setup the signal was divided into two parts using a linear fan-in
fan-out (referred to as signal A in Fig. 6.6). One of these output signals was
directed to the NUMEXO?2 digitiser after being processed by a Single-Ended
to DIFFerential (SEDIFF) module, which converted the unipolar signal into
a differential signal. The other signal was sent to an analogue constant frac-
tion discriminator (CFD Phillips 715), which generated a logical NIM signal
(signal B). An octal gate and delay generator (ORTEC GG8020) created a
coincidence window of 350 ns (signal C), setting the logic signal with the ap-
propriate coincidence time width. The BaF, signal was processed through a
CFD analogue module to generate a reference logic NIM signal (signal D). A
coincidence unit (Lecroy 465) produced a logical NIM signal (signal E) when
the NEDA and BaF, detectors were in coincidence. Due to the cable length
and processing time within the NUMEXO2, this signal was received before the
DCFD block had generated the START signal. Therefore, it was necessary
to delay it to produce the STOP signal (signal F), which was input into the
NUMEXO2 to obtain the TDC value.
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Chapter 6. Double Trigger condition system

The NUMEXO?2 transmitted the accepted event to the data acquisition
server via optical fibres. The Slow Control’s different parameters were man-
aged from a computer through an FEthernet connection.

Using the configuration shown in Fig. 6.6, the operation modes of the
double trigger system were evaluated. The subfigures in Fig. 6.7 display the
accepted events based on the results and thresholds of CC (on the Y-axis)
and TOF (on the X-axis), which were computed on the Virtex-6 FPGA. The
thresholds used were 0.19 for CC and 135 and 225 for TOF.
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Figure 6.7: Functional test using the four trigger modes, and acquisition without
trigger condition.

Figure 6.7(a) depicts the event distribution when all events are accepted,
i.e. without trigger conditions. Figure 6.7(b) demonstrates how a CC trigger
condition inhibits the capture of signals with a lower § than the one set. Figure
6.7(c) presents the impact of the TOF trigger mode, where events that fall
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below the lower or exceed the upper thresholds are not captured. Figure
6.7(d) illustrates the outcome of applying an AND condition to the CC and
TOF triggers, where only signals that exceed a CC threshold and fall within
a specific TOF range are accepted. Last, Fig. 6.7(e) displays the result of the
OR trigger mode, where the system discards signals that fall below the CC
threshold and outside the TOF range. All these outcomes confirm the proper
operation of the double trigger condition system with the described setup.

6.4 In-beam results

Following the functional verification, the double trigger condition system
was validated using data from in-beam experiments. The influence of each
trigger mode was assessed after conducting an offline analysis and neutron-
gamma discrimination. The analysis focused on how the TOF, AND, and OR
trigger modes impacted the number of neutrons accepted after the offline PSA
analysis, compared to the scenario where only the CC online trigger mode was
utilised.

A specific dataset from the E703 experiment, where no trigger condition
was applied at the firmware level, was used to evaluate the double trigger
condition system. The E703 experiment carried out at GANIL with AGATA
and the ancillary NEDA, Neutron Wall, and DIAMANT detectors aimed to
study excited states above the 6 isomer in '°2Sn and 1%3Sn using a ®Ni beam
impinging on a °°Cr target at 200 MeV. Figure 6.8 shows the layout of the
experimental setup.

DIAMANT Neutron Wall

Figure 6.8: NEDA + AGATA + Neutron Wall + DIAMANT structure.

The dataset included events from all NEDA detectors, with aligned of-
fline CC and TOF information. This data was utilised to perform the of-

69



Chapter 6. Double Trigger condition system

fline neutron-gamma discrimination. Following this analysis, examining other
datasets from the same experiment delivered the appropriate selection zones
(CUTSs) for each event type (neutron, prompt gamma, or uncorrelated gamma).
Figure 6.9(a) shows the three regions: the black CUT encompasses the neu-
trons, the red one includes the prompt gamma rays, and the yellow one con-
tains the uncorrelated gamma rays. By adding the number of events in each
CUT, we obtained the count of events of each type. Figure 6.10 ("NO cond”
column) presents the result of each integral without trigger conditions. This
result was used as the reference to compare the number of neutrons and gamma
rays acquired with each trigger mode.

100 120 140 160 180 200 220
Time-Of-Flight (ns)

(a) No trigger condition.

0.8

0.7 3
, U.ﬁ; 5 102
10 g 0.55
Cna
gos 10
10 0.2
i 1 Bl il Ly 1
120 140 160 180 200 220 240 260 100 120 140 160 180 200 220 240 260
Time-Of-Flight (ns) Time-Of-Flight (ns)
(b) Charge Comparison trigger mode. (¢) Time-Of-Flight trigger mode.
08 ] "
0.7 3 10"
2
06 10 :
g0s 10°
To4 |
Soa | 10
02 ] 10
0.1.1 it _1.‘ o 1 i .
100 120 140 160 180 200 220 240 260 120 140 160 180 200 220 240 260

Time-Of-Flight (ns) Time-Of-Flight (ns)
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Figure 6.9: Events accepted after offline analysis without condition trigger and the
four trigger modes with CC threshold in 0.19. Some events exceed the thresholds
established at the firmware level due to the more accurate offline pulse shape
analysis.
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Next, the same process was followed by applying the four trigger modes
and emulating the trigger conditions in the trigger blocks at the firmware
level. The accepted events after the offline analysis are shown in Figs. 6.9(b)
to (e). The same CUTs were also applied, and their integrals were calculated
to obtain the number of events of each type. Regarding the trigger conditions
(online CC with threshold at 0.19 and online TOF with lower and upper
thresholds 135 and 225), the same ones applied during the functional test
were maintained. As can be seen in subfigures of Fig. 6.9, events appear that
do not meet the online trigger conditions. Events appear with a CC ratio less
than 0.19, and with TOF values less than 135 and greater than 225. This effect
was produced because, in offline analysis, more advanced analysis techniques
were used to improve the pulse quality to perform the CC, such as enhanced
baseline elimination and to improve the value of TOF through techniques such
as interpolation. This effect caused the CC ratio and TOF of some events to
differ from that calculated online in the Virtex-6.

Figure 6.10 shows the total events acquired without trigger condition and
with each trigger mode, including the contribution of each type of event to
the total, taking into account the integrals of each CUT after offline analysis.
Figure 6.11 shows the percentage of accepted events compared to the case
where no trigger condition is applied.
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Figure 6.10: Total events by trigger mode and total events without trigger
condition.

The first column of Fig. 6.10 presents the total number of events accepted
using the CC trigger mode. A sum of 10,014,312 events were collected, which,
as depicted in Fig. 6.11, constitutes the 96.14% of the neutrons and reduces
the prompt gamma rays and uncorrelated gamma rays to 10.10% and 11.89%,
respectively, in comparison to the acquisition without any trigger condition.
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Figure 6.11: Percentage of particles acquired compared to acquisition without
trigger condition, taking into account the different trigger modes.

The second column in Fig. 6.10 shows the outcomes when a TOF trigger
was used. It reveals that while the number of events increases, the count of
neutrons decreases compared to the CC trigger mode. However, there is a
significant reduction (nearly to zero) of prompt gamma rays and a substantial
increase in uncorrelated gamma rays.

For the AND condition, Fig. 6.10 indicates that, compared with the CC
trigger mode, the number of events captured is reduced by up to 37.97%. This
effect is because, with this trigger method, the trigger requests produced by
prompt gamma rays were reduced to 0.01% compared to the case where no
trigger condition was used, as shown in Fig. 6.11. Additionally, the num-
ber of neutrons captured is reduced by 9.23% (107,242 fewer neutron events)
compared to those captured with CC as a trigger mode, as seen in Fig. 6.11.

The OR trigger mode, as illustrated in Fig. 6.11, enhanced neutron ac-
quisition by 3.11% (36,092 more neutron events) compared to the CC trigger
mode. Conversely, this trigger mode could not reduce the trigger requests
produced by uncorrelated gamma rays, increasing the total acquired events
by 308.53% (20,882,451 more events), as shown in Fig. 6.10.

We also examined the effect of the CC threshold on the results of the
various trigger modes. The TOF mode was not analysed as the CC threshold
had no influence in this case.

As shown in Fig. 6.12, with the CC and AND trigger modes, the propor-
tion of accepted events decreased as the CC threshold increased. For instance,
the percentage of neutrons with the AND trigger mode shifted from 86.91% to
71.44% when the threshold changed from 0.19 to 0.3. Additionally, the per-
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Figure 6.12: Percentage of particles acquired compared to acquisition without
trigger condition. For the figure on the left a CC threshold of 0.19 was used and for
the one on the right 0.3.

centage of prompt gamma rays was reduced to 0%, and uncorrelated gamma
rays decreased from 8.56% to 2.08%.

Regarding the OR trigger mode, it was observed that the percentage of
acquired neutrons only decreased by 2.87% (3 x 10* fewer neutron events)
comparing the result using threshold of 0.19 and that of 0.3. The prompt
gammas were reduced by 8.05% (4 x 10° fewer gamma rays) and uncorrelated
gamma rays were reduced by only 2.49%.

6.5 Conclusions

After applying the four trigger modes on the E703 experiment’s data, we
conclude that the AND trigger mode can be useful in experiments where the
data acquisition system requires a low level of trigger request, and it is not
crucial to lose a little amount of neutron events. On the other hand, it is
shown that the OR trigger mode can be interesting in experiments where it
is crucial to lose the minimum possible number of neutrons as long as the
acquisition system can handle a trigger requests at least three times higher
than using the CC trigger mode. Finally, the results of this work show that
in experiments where it is necessary to increase the CC threshold, it will be
necessary to use the OR mode of the trigger to avoid losing neutrons.

In conclusion, developing and implementing the double trigger condition
system for the NEDA represents a significant advancement in enhancing the
capabilities of spectrometry setups. Combining two independent trigger sig-
nals based on CC and TOF measurements, the NEDA array can effectively
discriminate between gamma rays and neutrons, thus improving the precision
and accuracy of reaction channel selection. The versatile trigger modes (CC,
TOF, AND, and OR) offer researchers a range of options to tailor the detec-
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tion system to their specific experimental goals. These trigger modes expand
the range of detectable neutron energies and provide valuable flexibility in
controlling counting rates for various experimental scenarios. The firmware
implementation using Virtex-6 FPGA and associated signal processing blocks
demonstrates the feasibility of the proposed trigger system.

In nuclear physics research, the NEDA detector array, equipped with the
double trigger condition system, offers enhanced capabilities for precise reac-
tion channel identification and data acquisition.
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Chapter 7

Pile-up reconstruction using a
1D-CAE

In this chapter, we study the NEDA pile-up events and present a new
method for reconstructing them. This method uses a One-Dimensional Con-
volutional AutoEncoder (1D-CAE) to recover pile-up pulses to be analysed like
non-pile-up pulses. This method is tested by reconstructing pile-up signals and
evaluating the signals obtained.

7.1 Introduction

Pulse pile-up is a frequent problem in nuclear reaction and spectroscopy
experiments with high counting rates. This effect occurs when pulses arrive so
close in time that they completely or partially overlap. As a result of this effect,
the pulses become distorted, as shown in Fig. 7.1. This distortion compromises
the quality of energy and timing information, making it challenging to identify
particle types using the usual pulse shape discrimination techniques [14,62,63].
Consequently, the pile-up pulses are typically discarded.

Various techniques have been developed to detect and eliminate consecu-
tive pulses, employing digital and analogue methods. These methods include
leading-edge discrimination, moment-analysis, Constant-Fraction Discrimina-
tion (CFD), Digital Constant-Fraction Discrimination (DCFD), triangular
pulse shaping with leading-edge linear regression, and pulse-shape fitting, as
studied in [64,65]. Additional methods involve analogue circuits [66], trape-
zoidal shaping [67], Position Shift Identification [65], Pulse Shape Discrimi-
nation (PSD) [68], neural networks [69], and Application-Specific Integrated
Circuits (ASICs) [70] for pile-up rejection.

However, some rejected events contain valuable information. Consequently,
methods have been developed to recover information from two or more pile-up
pulses. These methods can be categorised into those refining the distorted
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Figure 7.1: Example of a signal with pulse pile-up effect.

pulse height spectrum [71,72] and those individually analysing the signals.
Among the latter, some techniques extract pulse height information [73]. In
contrast, others identify the type of particles corresponding to each pile-up
pulse using Pulse Shape Discrimination methods and machine learning tech-
niques [74-76].

In certain applications or experiments, complete reconstruction of both
pile-up pulses is required. There are no general solutions for these pulse re-
constructions that can be used for all applications. Therefore, specific solutions
have been developed for particular cases, such as the fitting and extrapolation
method [77-79] or the deconvolution method [80].

For instance, two methods have been developed for reconstructing pile-up
events acquired with organic scintillators. The first method, based on pile-
up model comparison [81], is designed for offline use. It involves multiple
iterations to fit one of the pile-up models to the acquired signals. The second
method employs machine learning techniques [82] and can reconstruct pulses,
although limited to those separated by more than 60 ns.

This chapter studies an online pile-up event reconstruction method capable
of recovering pulses with a time difference of 15 ns or more (3 samples @200
MHz). To ensure feasibility, the method must have low analytical and com-
putational complexity and a short reconstruction time per event to integrate
seamlessly into the overall analysis system.

As shown in Fig. 7.2, pile-up events are rejected during the offline analysis
and, therefore, the CC offline is not carried out. This work aims to implement a
pulse reconstruction method that meets all the requirements mentioned above
to be included in the acquisition chain before the Offline Analysis, and verify
its feasibility and efficiency. The future objective is to implement the recon-
struction method in the digitiser.
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Figure 7.2: Current status reject the pile-up signals. The objective of this work is
the development of a method for reconstructing pile-up signals before Offline
Analysis. In the future it will be included in online signal processing.

Regarding the method to be used for reconstruction, the previously men-
tioned reconstruction techniques do not meet all the requirements and thus
cannot be used for NEDA events. Therefore, this paper proposes an ad-hoc
method using a 1D-CAE to disentangle the two pulses composing each pile-up
event acquired with NEDA detectors.

7.2 Pile-up in NEDA detector

As mentioned in Chapter 1, one of the goals of this thesis is to provide
the ability to increase the counting rate in NEDA experiments without mod-
ifying the existing hardware. Thanks to the online lossless data compression
proposed in this thesis, it will be possible to increase the counting rate, in-
creasing the probability of generating pile-up events. This makes it even more
relevant to be able to reconstruct the pile-up events. Being able to separate
and analyse these events is a great step forward in order not to lose pile-up
events produced in the experiments.

As described in Chapter 3, NEDA cells are sensitive to neutrons and
gamma rays and the NGD techniques used are CC ratio and TOF information.
However, when two pulses are generated very close in time by the same NEDA
cell, the pile-up effect occurs, and the event is typically discarded since reli-
able CC information cannot be obtained. These two pulses can be produced by
two neutrons arriving at the same NEDA cell, generating the neutron-neutron
combination. It is also possible that a gamma ray arrives a few nanoseconds
after the arrival of a neutron, giving rise to the neutron-gamma combination.
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The opposite is also possible, a neutron arrives and shortly after a gamma ray,
generating a gamma-neutron signal. Finally, the last possibility is that two
gamma rays arrive at the same time at the same NEDA cell. So, four pos-
sible combinations of pile-up can occur: neutron-neutron, neutron-gamma,
gamma-neutron, and gamma-gamma.

Not all four combinations are equally likely or detectable as pile-up signals.
The neutron-neutron combination, where two neutrons arrive at the same de-
tector, has a low probability of occurring, with a time difference typically less
than 5 ns, causing the analysis to identify it as a single neutron, thus not
detecting pile-up. The gamma-gamma combination is more likely; however,
if two gamma rays arrive at the same detector simultaneously after the re-
action, they will be identified as a single gamma ray. The neutron-gamma
combination is likely when a neutron is detected first, followed by a spurious
gamma ray from natural background radiation. This gamma ray can appear
at any moment during the acquired signal. Lastly, gamma-neutron pile-up
events occur when gamma rays from the reaction are detected first, followed
by a neutron. A longer or shorter TOF will be observed depending on the
detector’s distance from the reaction. With the standard NEDA setup, a dis-
tance of 100 cm is typical, resulting in an average neutron flight time of 40
ns. Given these characteristics, pile-up reconstruction will focus exclusively
on gamma-neutron or neutron-gamma events.

7.3 1D-CAE architecture for NEDA pile-up event
reconstruction

Pile-up signals must be reconstructed and treated similarly to non-pile-up
signals. In our case, the pile-up problem is approached as a time series problem
in which single dimension data are separated and reconstructed., where single-
dimensional data. This study focuses on solving the pile-up problem using a
One-Dimensional Convolutional Autoencoder (1D-CAE).

A 1D-CAE combines the principles of both a One-Dimensional Convolu-
tional Neural Network (1D-CNN) [83] and an autoencoder [84]. It uses convo-
lutional layers for feature extraction and encoding sequential data, followed by
decoding layers to reconstruct the input sequence. The architecture of a 1D-
CAE typically consists of an encoder module, which applies one-dimensional
convolutional filters to reduce the dimensionality of the input sequence, and
a decoder module, which employs transpose convolutional layers to upsample
and reconstruct the original sequence. The loss function used in training the
1D-CAE compares the input sequence with the reconstructed output sequence.
Below, the two main concepts of the architecture, 1D-CNN and autoencoder,
are explained, followed by the specific architecture used to reconstruct pile-up
events.
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7.3.1 1D-CNN

A 1D-CNN [83] is a unique type of neural network architecture specifically
designed to process sequential data like time series, signals, or text sequences.
Unlike conventional CNNs [85], which work on two-dimensional grids such as
images, 1D-CNNs handle data along a single dimension. This makes them
particularly effective for tasks where the sequence of elements is significant.

The core operation in a 1D Convolutional Neural Network (1D-CNN) is
the convolutional layer. This layer is responsible for identifying patterns or
features in the input sequence, such as time series data, audio signals, or text
sequences. It achieves this by applying a set of learnable filters (also known
as kernels) to the input sequence. These kernels are fixed-size arrays (vectors
in the 1D case) of weights that are learned during the training process. Each
kernel is designed to detect a specific type of feature or pattern in the input
sequence, such as edges in an image or trends in time series data.

The convolution operation involves the kernel sliding over the input se-
quence one element (or step) at a time. At each position, the kernel and
the corresponding segment of the input sequence are element-wise multiplied
and then summed to produce a single value in the output feature map. This
operation can be expressed as:

output = input x kernel

= (7.1)
output[i] = Z input[i — k| - kernel[k]
k=0

Where £k is the size of the filter and ¢ is the current position of the filter on
the input sequence. Typically, multiple filters are used in a single convolutional
layer, each producing a different feature map, which allows the network to learn
a variety of features from the input. The output of a convolutional layer is
a set of feature maps, each corresponding to a different kernel, resulting in a
transformed representation of the input sequence that highlights the detected
patterns or features.

Typically, to manage the complexity of the model and prevent overfitting, a
pooling layer reduces the size of the feature maps. Different pooling techniques
like max pooling or average pooling can be used here. An activation layer is
next, adding non-linearity with functions like ReLLU. This layer is crucial for
the model to learn complex relationships.

The fully connected layer connects all the neurons from the previous layer,
allowing the model to learn even more intricate connections between the fea-
tures and the desired outcome. Finally, the output layer delivers the final
predictions. This layer might use a softmax function to predict probabilities
for various categories in a classification task, or a linear function for continuous
outputs in regression problems.
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1D-CNNs find applications in predicting time series data, such as elec-
trocardiogram (ECG) time series [86] or weather forecasting [87]. They are
also employed in automatic speech recognition (ASR) [88], natural language
processing, and signal identification.

7.3.2 Autoencoder

An autoencoder [84,89] is a type of neural network architecture used in
machine learning and pattern recognition. It consists of two primary parts:
an encoder and a decoder. The encoder compresses the input into a lower-
dimensional representation. It reduces the dimensionality of the input data
and captures the most important features. Subsequently, the decoder takes
this lower-dimensional representation and tries to produce an output as close
as possible to the original input. This entails employing a loss function that
compares the decoder’s output with the corresponding input, enabling the
model to learn to reconstruct input data. The expression describing a autoen-
coder is:

L(z,2") = L(z, g(f(x))) (7.2)
Where:

e [ denotes the loss function comparing the original input x with the
reconstruction x’ or g(f(z))

e f represents the encoder function that maps the input x to a lower-
dimensional representation space.

e g represents the decoder function that reconstructs the original input
from the lower-dimensional representation obtained by the encoder.

Several types of autoencoders are designed to address specific challenges
in machine learning. Traditional autoencoders, also called densely connected
autoencoders, are adaptable and frequently employed for tasks like reduc-
ing dimensionality and reconstructing data. Convolutional autoencoders [90]
are particularly suitable for image reconstruction, as they effectively utilise
convolutions to identify spatial patterns. Other types include variational au-
toencoders [91], which concentrate on generating new data, and denoising
autoencoders [92], models designed to handle noisy data.

7.3.3 1D-CAE architecture and training

As mentioned earlier, the pile-up signals studied consist of two pulses in
close temporal proximity. As depicted in Fig. 7.3, the proposed 1D-CAE
architecture follows the usual structure of a 1D-CAE but with the particularity
that it has a single input, which is the signal containing the two pile-up pulses

80



7.3. 1D-CAE architecture for NEDA pile-up event reconstruction

but two outputs, each corresponding to one of the pulses in the input signal.
For this purpose, the encoder structure is shared, and the decoder is bifurcated,
resulting in a separate decoder for each reconstructed pulse.

1D-CAE design

This design allows both pulses to be separately obtained and directly incor-
porated into the processing chain with a single model. This strategy facilitates
integration into future NEDA hardware and firmware upgrades without dis-
rupting the rest of the processing chain.

Input
Pile-up signal

ComnviD [l Flatten [
Maxpoolinglp [l Densell
UpSamplinglD [ Add [l

Figure 7.3: 1D-CAE architecture for NEDA pile-up event reconstruction.

The proposed design, shown in Fig. 7.3, is based on the usual autoen-
coder but with modifications. The architecture begins with a series of One-
Dimensional Convolutional (Conv1D) [93] layers with ReLU [94] activation
functions, followed by MaxPoolinglD [95] layers to progressively reduce the
dimensionality and extract features from the input signal. This process en-
codes the input into a compressed representation stored, called a feature map.

In the decoding phase, the model branches into two separate paths that
upsample and process the compressed representation. Each branch undergoes
several layers of UpSamplinglD [96] and ConvlD to reconstruct the signal
towards its original form.

Subsequently, the branches are connected to two Flatten [97] layers and
then to Dense [98] layers with a ReLU as an activation function. Later, they
combine the processed signal with the original input using an Add [99] layer.
This layer is a skip connection to add the values with the input. The skip
connection enables the direct flow of information from input to output layers,
allowing the network to access the raw, unprocessed information. Finally, the
model outputs two separate results.
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This structure allows the model to capture and reconstruct complex pat-
terns from the input signal while providing two distinct output signals. The
complete design is available in detail in the following repository:
https://github.com/jmdeltoro/pile-up_reconstruction_NEDA

Training

Autoencoders are generally used in an unsupervised learning context. In
this case, supervised learning is used since the expected outputs are not signals
similar to the input. The goal is to obtain one pulse as one of the outputs and
another pulse as the other output. Therefore, the input signals for training
are the artificial pile-up signals created from signals acquired with NEDA
cells. The expected output signals (ground truth) are the two signals used to
generate the artificial input pile-up signal. The process of data acquisition and
the creation of the artificial pile-up signals is detailed in the following section.

7.4 Dataset preparation

The artificial pile-up signals (neutron-gamma and gamma-neutron combi-
nations) for training and testing have been generated following the following
steps:

1. Acquiring data from NEDA detectors.

2. Selecting and taking signals without pile-up.

3. Removing baseline of the signals. This aids in pulse analysis and allows
acquired pulses from different channels to be summed.

4. Analyse them to determine what type of signal they are (gamma ray or
neutron) using the CC method.

5. Take two signals of different types.

6. One of them is delayed between 3 and 40 samples.

7. Finally, they are added together, generating the final pile-up signal.

By performing these steps, a dataset with artificial pile-up signals has been
created in which the origin of the signals composing the pile-up signal is known.
Thus, pile-up signals with neutron-gamma and gamma-neutron combinations

are obtained.
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7.4.1 Data acquisition

The data employed in this study was acquired during an on-beam exper-
iment carried out at the Heavy Ion Laboratory (HIL) at the University of
Warsaw, Poland. Nine NEDA detectors were placed 450 mm from the target
centre at the 78-degree ring (theta angle measured with respect to the beam
direction) of the EAGLE array [100]. Neutrons and gamma rays acquired
in NEDA detectors were produced by a 171 MeV 325 beam impinging on a
0.75 mg/cm? 8Sm target.

Signals from the NEDA detectors were independently read out by a Caen
V1725SB digitiser (250 MHz, 14-bit) whenever a CFD threshold (implemented
in FPGA) was exceeded. Linear FIFO modules limited the digitiser against
too large signals (beyond the Vpp range). The CoMPASS software by CAEN,
installed on a Centos07 server, was used to read the digitiser via optical fibre.

7.4.2 Analysis and dataset generation

After data acquisition, the events were filtered to select only those signals
without pile-up. Then, a classification was performed to differentiate between
gamma ray and neutron signals. In typical NEDA experiments, the offline
analysis uses information derived from the TOF and CC ratio. However, the
TOF information was unavailable in our case, so the NGD depended only on
the CC ratio.

The CC method in NEDA is employed to distinguish between neutron and
gamma ray signals by analysing the shape of their respective pulses. After
applying the CC to all the collected signals, they were categorised by particle
type: gamma ray if the CC ratio was less than 0.525 and neutron if the result
was greater, as depicted in Fig 7.4.
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Figure 7.4: Included and excluded events for training.
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The CC threshold was determined by identifying the lowest point in the
valley between the gamma ray and neutron groups. However, there might be
neutrons with CC values below the threshold and gamma rays with values
above it. A more comprehensive analysis of the events would also need infor-
mation from the TOF. Since the TOF information was unavailable, the events
closest to the threshold (neutron-gamma discrimination value) were not used
to train the 1D-CAE. As shown in Fig 7.4, events with a CC ratio between
0.475 and 0.6 were excluded. Therefore, events where the CC ratio is a value
close to 0.525 were discarded for training. However, for the test dataset, events
between 0.475 and 0.6 were not excluded for creating artificial pile-up signals.
This is because, during the experiments, pulses with unknown CC ratio may
form pile-up signals, and the values could be between 0.475 and 0.6.

After the classification, a signal of each type was selected, and one was
shifted between 3 and 40 samples. In the Caen V1725SB digitiser context,
each sample is equivalent to 4 ns, meaning that one of the two signals was
shifted between 12 and 160 ns. Finally, both signals were summed to create
an accumulation signal, as shown in Fig. 7.1.

Following this process, training and testing datasets were created, each
containing an equal number of events. Each dataset included 10,000 events
generated with each delay, resulting in 380,000 neutron-gamma and 380,000
gamma-neutron combinations (760,000 events in each dataset). Additionally,
the events varied in amplitude from 150 to 7000 ADC counts, or from 18 to
855 mV, to reconstruct pile-up events across the entire amplitude range of the
acquisition. The training dataset was utilised to train the 1D-CAE model,
while the test dataset was used to evaluate the model with unknown pile-up
signals. The outcomes of these tests are presented next.

7.5 Analysis of reconstructed signals

After the 1D-CAE model was trained, it was tested using the test dataset,
which consisted of signals unknown to the system. The reconstructed pulses
were then evaluated by comparing them with the original pulses. Factors con-
sidered for evaluation included the neutron or gamma ray pulse, the distance
between pulse peaks, and the two possible combinations (gamma-neutron and
neutron-gamma). Pile-up signals from the test data set were input to the 1D-
CAE model, resulting in the reconstruction of the two pulses that composed
each input pile-up signal. Subsequently, a CC analysis was performed on these
reconstructed pulses. An example of the reconstruction of pulses from pile-up
signals is shown in Figure 7.5.

As mentioned in Section 3, discriminating between neutrons and gamma
rays is crucial, and the CC method was employed for this purpose. This
analysis aims to confirm that the expected particle type was achieved after
reconstructing a pile-up event.
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Figure 7.5: Example of pile-up reconstruction.
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Figure 7.6: Distribution of CC ratio for the original gamma rays (without pile-up)
and reconstructed gamma rays from pile-up events.

In the context of gamma rays, a successful reconstruction was considered
when the CC ratio of the reconstructed pulse was lower than the neutron-
gamma discrimination threshold (0.525). Figure 7.6 displays the distribution
of the CC ratio of original gamma rays (blue) and the distribution of the
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CC ratio of reconstructed gamma rays (purple). Upon comparing the two
distributions, we found a mean value for the CC ratio of the original gamma
rays of 0.34, while for the reconstructed gamma rays, it is 0.40. For the
standard deviation, we obtain 0.072 for original gamma rays and 0.15 for
reconstructed ones. In terms of the number of pulses correctly identified, we
found that 84.7% of the pulses that would originally (without pile-up) be
classified as gamma rays would also be classified as gamma rays if present in
a pile-up event.
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Figure 7.7: Distribution of CC ratio for the original neutrons (without pile-up)
and reconstructed neutrons from pile-up events.

For neutron reconstruction, if the CC ratio of the reconstructed signal
was lower than the neutron-gamma distribution threshold value (0.525), the
event was considered a successful gamma ray. Figure 7.7 illustrates the CC
distribution of the original neutrons (brown) and the CC distribution of the
reconstructed neutrons (green). In this case, the mean values for the original
and reconstructed neutron events are 0.73 and 0.67, respectively. For the
standard deviation, we have 0.112 for the original neutrons and 0.181 for the
ones after reconstruction. Again, the number of correctly identified neutrons
after reconstruction is 83.3%.

As mentioned, neutron-gamma and gamma-neutron are particle combina-
tions that can lead to pile-up events. These combinations can occur with
different distances between pulses. Therefore, the results were analysed more
deeply considering the type of pile-up combination and the distance between
pulses.
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Figure 7.8: Percentage of success by distance between peaks.

On one side, the success rate was studied after obtaining the result of
CC of each reconstructed pulse for each distance between pulses and both
combinations. An 85.28% success rate was obtained for the gamma-neutron
combination and an 82.61% success rate for the neutron-gamma combination.
On average, 83.95% of the pulses were reconstructed correctly, obtaining the
same type of particle as the original events without pile-up.
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Figure 7.9: Average correlation per delay.

On the other side, we also analysed the correlation factor of the recon-
structed signal shapes compared to the original signals. The mean correla-
tion obtained was 0.988. Figure 7.9 shows the average correlation for each

combination and each distance between pulses, obtaining a mean p-value of
6.76 x 10715,
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7.6 Conclusions and future work

To summarise, this study presents a robust solution to the prevalent issue of
pulse pile-up in nuclear spectroscopy, with a primary focus on signals acquired
in NEDA experiments. The novel method this research introduces employs a
1D-CAE architecture, which consist on an autoencoder with two outputs to
reconstruct the two pile-up pulses effectively.

The evaluation of this method reveals a high success rate of 83.95% in
accurately reconstructing pile-up events, thereby demonstrating its efficacy
in preserving crucial information. This implies that pile-up events previously
rejected in NEDA can now be reconstructed and incorporated into the analysis
process. Notably, the reconstructed signals exhibit a high average correlation
of 0.988 compared to the original signals, and a low p-value of 6.76 x 10715,

To tackle the pile-up issue, the inherent limitations in NEDA events have
been considered, such as the necessity for a time difference of 15 ns or more
between pulses and the demand for low computational complexity. Conse-
quently, this method provides a practical and efficient solution for real-time
signal processing in future enhancements of NEDA electronics. This research
not only offers a technical solution to the challenging problem of pulse pile-up
but also underscores the potential of the proposed 1D-CAE method as a prac-
tical tool for enhancing the precision and efficiency of nuclear spectroscopy
experiments, particularly those involving NEDA detectors.
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Chapter 8

Conclusions

In this thesis, several advances in the Neutron Detector Array (NEDA)
were successfully implemented to improve its data acquisition and analysis ca-
pabilities in the context of gamma ray spectroscopy. Although in each chapter
of the thesis the conclusions was obtained separately, the main achievements
and conclusions are summarised below.

e Lossless online data compression: The Differential coding with fixed
number of bits method was implemented, achieving a compression ra-
tio of 1.6 and saving 37.5% of storage space. This allows a significant
increase in the counting rate without exceeding the maximum trans-
mission rate of 409.6 MB/s. Despite not being fully optimised due to
DMA limitations, the compression and decompression of event traces
were successfully demonstrated.

e Double trigger condition system: A double trigger condition system
was developed, combining Charge Comparison (CC) and Time-Of-Flight
(TOF) measurements to effectively discriminate between gamma rays
and neutrons. Four trigger modes (CC, TOF, AND, and OR) were eval-
uated using data from the E703 experiment at GANIL. The AND mode
is useful for reducing the trigger requests, while the OR mode minimises
neutron loss when higher trigger request rates are manageable. These
trigger modes offer greater versatility to adapt the detection system to
the specific experimental goals.

e Pulse pile-up reconstruction: A novel method using a one dimen-
sional convolutional autoencoder (1D-CAE) was implemented to recon-
struct pile-up events, showing an 83.95% success rate in accurately re-
constructing these events. This method preserves crucial information
previously lost in pile-up events and maintains a high average correla-
tion of 0.988 with the original signals. It offers a practical solution for
real-time signal processing in future NEDA upgrades.
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Chapter 8. Conclusions

Overall, this thesis allows to enhance NEDA’s data acquisition and analysis
capabilities, enabling more precise and efficient nuclear spectroscopy and reac-
tion studies. The advancements in data compression, the double trigger con-
dition system, and pulse pile-up reconstruction collectively optimise NEDA’s
performance, positioning it as a powerful tool for future nuclear physics re-
search.
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